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Abstract of "Effective Approximations of Stochastic Partial Differential Equations based on Wiener Chaos expansions and the Malliavin Calculus" by Chia Ying Lee, Ph.D., Brown University, May 2011

This thesis studies the application of the Wiener chaos expansion in the analysis of stochastic partial differential equations (SPDEs). Specifically, linear parabolic SPDEs and the quantized stochastic Navier-Stokes equations are considered, under the framework of the Malliavin calculus. Especially for these highly singular SPDEs, the Wiener chaos expansion is a useful tool for our study of the basic questions of solvability, regularity and dynamical behaviour, and it enables us to study approximations of the solutions of SPDEs and to quantify the errors of approximation. For the quantized stochastic Navier-Stokes equations, we use the Malliavin calculus to formulate a random perturbation of the Navier-Stokes equations that is unbiased, and we will show the existence and uniqueness of steady and time-dependent solutions, as well as the convergence to steady solution, in a stochastic weighted space. We also study a stochastic finite element method for numerical simulation of the solution of linear parabolic SPDEs and derive error estimates for the numerical solution. Finally, we show how one basis of the Wiener chaos expansion can be more efficient than another for approximating the energy of the solution, so that computational efficiency can be increased when applied to some physical applications.

## CHAPTER 1

## Introduction

In this thesis, we present analyses and numerical analyses of stochastic partial differential equations using the Malliavin calculus and Wiener chaos expansions, for two classes of SPDEs, linear parabolic SPDEs and the quantized stochastic Navier-Stokes equation.

The motivation for choosing the Wiener chaos expansion and Malliavin calculus as a tool of analysis comes in large part from the type of SPDE considered. Since the discovery of the Itô integral spurred the development of stochastic analysis and the Itô calculus, the study of stochastic models in a myriad of physical, biological and economic applications has caught the wave of Itô calculus. However, many SPDE arising in physical and mathematical models, such as those in Uncertainty Quantification, reveal several obvious limitations of the Itô calculus, not least the fact that it requires a notion of adaptedness. Uncertainty Quantification frequently deals with models of phenomena for which coefficients or parameters are not known to full certainty. Rather than neglecting the uncertainty in the model parameters, one can turn to stochastic models as a way to incorporate the uncertainty into the equations. In the simplest case, the uncertainty in a parameter may take the form of being a single random variable of a known distribution-a uniform distribution being a common choice. More complex real world examples of stochastic modelling include the stochastic pressure equations or models of flow in heterogeneous porous media, where the permeability of the medium is difficult to measure at all locations, and is instead modelled as a random field. This is a case of a noncausal system without a natural notion of a filtration, and it would be unwise to confine it into the Itô calculus framework.

We are thus prompted to appeal to a more general stochastic calculus in order to formulate models outside of the Itô calculus framework. This is where the Malliavin calculus comes into the picture. In fact, the Malliavin calculus is not such a far flung idea, because it is an extension of the Itô calculus. The Skorokhod integral, one of the important constructs of the Malliavin calculus, extends the Itô integral to non-adapted integrands, and coincides with the Itô integral for adapted integrands. For this reason, a modeler, when considering
to introduce stochasticity into a model, may find the Skorokhod integral a viable modelling choice.

Further reasons to work in a more general framework come from the need for more general solution concepts. A desired model for a random perturbation can, and often does, lead to an immediate difficulty of non-square integrable solutions. Early works, such as Walsh's [64], had already shown that certain equations commonly encountered do not possess solutions with finite variance. The models with uncertain coefficients, involving multiplicative noise that acts on the highest order partial differential operator, are prime examples of equations without square integrable solutions. Lacking a "usual" solution, we are forced to broaden our notion of a solution to include solutions with infinite variance in a larger space of random elements. These spaces are the so-called weighted stochastic spaces, which include the Hida spaces and Kondratiev spaces among others, and whose elements are characterized by their Wiener chaos expansion.

The Wiener chaos expansion is a classical orthogonal expansion theory for random functions that was first introduced by Cameron and Martin [9]. It representations a square integrable random element in an orthogonal expansion of the stochastic variable with respect to a basis derived from the Hermite polynomials. In our case of non-square integrable solutions or random elements, the Wiener chaos expansion is especially pertinent for representing the random elements.

The application of the Wiener chaos expansion here is two-fold: to analyze solutions of SPDE through approximate solutions derived from the Wiener chaos expansion; and to quantify the efficiency of approximations of the solutions.

The major theme underlying all the analysis in this thesis is the transformation of the single SPDE, via the Wiener chaos expansion, into the related propagator system of PDE. The utility of this transformation is no different from that of the Fourier transformationthe solution is understood as a collection of its expansion coefficients, and the analysis of the SPDE is achieved through the analysis of the propagator system of equations. As noted above, the Wiener chaos expansion is also key to obtaining finite approximations of solutions of SPDEs. The finite approximations, here specifically Galerkin approximations, render the analysis of the SPDE more tractable to analysis. In analogy to deterministic theory, creating approximate solutions is the first step in formulating energy estimates which are then used
to deduce the existence of a solution. In fact, because the conversion to the propagator system separates out the stochastic variable and leaves behind a deterministic system of equations, a large part of the stochastic analysis is founded on deterministic theory. Thus, the strength of the stochastic results depend on the strength of deterministic PDE theory.

Through the use of the Wiener chaos expansion, the difficulty in the stochastic analysis is greatly reduced to understanding results from deterministic theory. Seen in a different light, the stochastic theory is in fact a generalization of the deterministic theory to the stochastic setting. One supporting argument for this is that the Malliavin calculus, historically developed to build a stochastic theory based on the integration by parts formula, accords us with an arsenal of conceptual tools familiar from deterministic theory-an integration by parts formula, adjoint operators and the possibility of defining weak or variational solutions by action on test functions. To give an example of such stochastic analogues, we will subsequently encounter the use two of the main constructs of the Malliavin calculus, the Malliavin derivative and the Malliavin divergence operator, which are adjoints of each other under the Gaussian measure. The latter is, in fact, a stochastic convolution and is equivalent to the Skorokhod integral. Related to the Malliavin divergence operator is the Wick product (see e.g. $[\mathbf{2 7}, \mathbf{3 1}, \mathbf{3 5}, \mathbf{4 2}]$ ). The Wick product is generally considered a suitable replacement of the usual product, especially when the product is between two generalized random elements for which the usual product is not well defined. Interestingly, although the Wick product was introduced independently in the seemingly unrelated field of quantum field theory, it turns out that the Wick product and the Malliavin divergence operator are closely related [46]. Both are stochastic convolutions between two random elements, and moreover, the two concepts coincide in some cases, so that it is possible in these cases to formulate stochastic equations using one or the other framework. Thus, we will see the use of both the Malliavin divergence operator and the Wick product.

The thesis is organized as follows. Chapter 2 introduces the mathematical framework of the Wiener chaos expansion, Malliavin calculus and Wick product. With these tools, we then present a basic technique of applying the propagator system to deduce the solvability of a stochastic parabolic equation under the Malliavin calculus approach. In Chapter 3, we discuss a numerical algorithm based on the finite element method for solving the stochastic parabolic equation, and quantify the error incurred by the numerical solutions by deriving
a priori error estimates. We will consider a newly proposed, unbiased, random perturbation of the deterministic Navier-Stokes equations, called the quantized stochastic Navier-Stokes equation, in Chapter 4. We will analyze the solvability of the stationary equations, as well as the long time convergence of a time dependent solution to the steady solution. As an application of the Wiener chaos expansion, we will study in Chapter 5 how certain physical models of incoherent forcing sources can exploit a simple change of Wiener chaos expansion basis to drastically reduce computational cost. As the latter three topics are considerably distinct in their nature, we will leave further introduction to each topic to the start of their respective chapters.

## CHAPTER 2

## The Wiener Chaos Expansion and the Malliavin Calculus Framework

In this chapter, we present the tools and techniques which form the framework for the analysis of solutions of SPDEs, as studied in this thesis. We will first discuss the general construction of Gaussian noise, which is the main source of stochasticity in the random perturbations of stochastic equations. This will lead to the definition of the Wiener chaos expansion and the weighted stochastic spaces. The weighted stochastic spaces are introduced as spaces that our solutions live in, and the Wiener chaos expansion is the way our solutions are represented. We then define the main operators in Malliavin calculus and the Wick product, to be used as the stochastic models for the actual incorporation of the stochasticity into an equation. Finally, with the Wiener chaos expansion and the Malliavin calculus approach, we elucidate a technique for analyzing the solvability of a parabolic SPDE by considering the equivalent propagator system for the chaos modes of the solution.

## 1. Gaussian white noise and the Wiener Chaos expansion

Let $\xi=\left\{\xi_{k}\right\}_{k \geq 1}$ be a collection of i.i.d. $N(0,1)$ random variables on a probability space $(\Omega, \mathcal{F}, \mathbb{P})$, where $\mathcal{F}$ is the $\sigma$-algebra generated by $\left\{\xi_{k}\right\}$. Let $\mathcal{U}$ be a real separable Hilbert space with complete orthonormal basis $\left\{\mathfrak{u}_{k}\right\}_{k \geq 1}$.

Definition 1.1. The Gaussian white noise on $\mathcal{U}$ is the formal series

$$
\begin{equation*}
\dot{W}:=\sum_{k=1}^{\infty} \xi_{k} \mathfrak{u}_{k} . \tag{2.1}
\end{equation*}
$$

Note that the white noise is not an element of $L_{2}(\Omega ; \mathcal{U})$, because

$$
\mathbb{E}\|\dot{W}\|_{\mathcal{U}}^{2}=\sum_{k=1}^{\infty}\left\|\mathfrak{u}_{k}\right\|_{\mathcal{U}}^{2}=\infty
$$

We list some special examples of Gaussian noise commonly encountered:

1. For the standard 1-dimensional white noise $\dot{W}(t)$, we take $\mathcal{U}=L^{2}(0, T)$. The basis $\left\{\mathfrak{u}_{k}\right\}$ may, for example, be taken to be the cosine basis in $\mathcal{U}$, but this is not a unique choice of basis. If $t$ represents time, then $\dot{W}(t)$ may be understood as the formal derivative of a 1-dimensional Brownian motion $W(t)$.
2. For stationary or spatial Gaussian white noise on a domain $D \subset \mathbb{R}^{d}$, we take $\mathcal{U}=L^{2}(D)$. Then the definition yields that $\dot{W}(x)$ is spatially uncorrelated; that is, for $x, y \in D$,

$$
\mathbb{E}[\dot{W}(x) \dot{W}(y)]=\delta_{x}(y)
$$

where $\delta_{x}$ is the Dirac delta function at $x$. Indeed, for smooth $\phi$,

$$
\langle\mathbb{E}[\dot{W}(x) \dot{W}(y)], \phi\rangle=\left\langle\sum_{k=1}^{\infty} \mathfrak{u}_{k}(x) \mathfrak{u}_{k}(\cdot), \sum_{k=1}^{\infty} \phi_{k} \mathfrak{u}_{k}(\cdot)\right\rangle=\sum_{k=1}^{\infty} \phi_{k} \mathfrak{u}_{k}(x)=\phi(x)
$$

3. If $\mathcal{U}=L_{2}(0, T ; H)$ for some separable Hilbert space $H$, then the cylindrical Wiener process with values in $H$ is

$$
\begin{equation*}
W(t):=\sum_{k=1}^{\infty} \mathfrak{u}_{k} W_{k}(t) \tag{2.2}
\end{equation*}
$$

where $W_{k}(t), k=1,2, \ldots$, are independent standard Wiener processes. If $H=L_{2}(D)$, the formal derivative $\dot{W}(t, x)$ is called space-time white noise.
4. Correlated (or weighted) Gaussian noise $\dot{W}_{Q}(x)$ with covariance operator $Q^{2}$. Let $Q$ be an operator on $\mathcal{U}$ defined by

$$
Q \mathfrak{u}_{k}=\sigma_{k} \mathfrak{u}_{k}, \quad \text { for } k=1,2, \ldots
$$

where $\left\{\sigma_{k}, k \geq 1\right\}$ are non-negative real numbers. The Gaussian noise with covariance operator $Q^{2}$ is defined by

$$
\begin{equation*}
\dot{W}_{Q}(x):=\sum_{k=1}^{\infty} \sigma_{k} \mathfrak{u}_{k} \xi_{k} \tag{2.3}
\end{equation*}
$$

If $Q^{2}$ is nuclear or trace class, i.e., $\sum_{k=1}^{\infty} \sigma_{k}^{2}<\infty$, then it is defined by the covariance function

$$
q(x, y):=\mathbb{E}\left[\dot{W}_{Q}(x) \dot{W}_{Q}(y)\right]=\sum_{k=1}^{\infty} \sigma_{k}^{2} \mathfrak{u}_{k}(x) \mathfrak{u}_{k}(y)
$$

as the operator $Q^{2} f(x)=\int_{D} q(x, y) f(y) d y$, for $f \in L^{2}(D)$. The expansion (2.3) is the Karhunen-Loève expansion for $\dot{W}_{Q}$.
5. Let $\dot{W}_{1}, \dot{W}_{2}$ be two white noises on $\mathcal{U}_{1}, \mathcal{U}_{2}$ respectively,

$$
\dot{W}_{i}:=\sum_{k=1}^{\infty} \xi_{k}^{(i)} \mathfrak{u}_{k}^{(i)}, \quad \text { for } i=1,2 .
$$

We may assume $\dot{W}_{i}$ to be independent, or correlated in some way. We can define an abstract white noise $\dot{W}$ to accommodate both noises $\dot{W}_{i}$ into a single term, by defining $\mathfrak{u}_{2 k-1}=\mathfrak{u}_{k}^{(1)}, \mathfrak{u}_{2 k}=\mathfrak{u}_{k}^{(2)}$, and $\xi_{2 k-1}=\xi_{k}^{(1)}, \xi_{2 k}=\xi_{k}^{(2)}$. Then

$$
\dot{W}:=\sum_{k=1}^{\infty} \xi_{k} \mathfrak{u}_{k} .
$$

The formulation of the abstract noise is useful for studying equations that are driven by two or more distinct white noises, or equations whose input data (initial or boundary conditions, or forcing terms) are measurable with respect to a different Gaussian noise than the noise driving the equation.

In order to develop the $L_{2}$ theory of $\mathcal{F}$-measurable random elements and the Wiener chaos expansions, we first introduce some housekeeping tools. Let $\mathcal{J}=\left\{\alpha=\left(\alpha_{1}, \alpha_{2}, \ldots\right)\right.$ : $\left.\alpha_{k} \in \mathbb{N}_{0}\right\}$ be the set of multi-indices of finite length, $|\alpha|:=\sum_{k \geq 1} \alpha_{k}<\infty$. Denote $\operatorname{dim}(\alpha)=$ $\min \left\{k: \alpha_{\kappa}=0\right.$ for $\left.\kappa>k\right\}$ and $d(\alpha)=\sum_{k=1}^{\infty} \mathbf{1}_{\alpha_{k}>0}$. We denote the zero multi-index by $(0)=(0,0, \ldots)$, and the unit multi-index with 1 in the $k$ th entry by $\epsilon_{k}$. For $\alpha, \beta \in \mathcal{J}$,

$$
\begin{array}{rr}
\alpha+\beta=\left(\alpha_{1}+\beta_{1}, \alpha_{2}+\beta_{2}, \ldots\right), & \alpha!:=\prod_{k \geq 1} \alpha_{k}! \\
\binom{\alpha+\beta}{\alpha}=\frac{(\alpha+\beta)!}{\alpha!\beta!}, & \binom{|\alpha|}{\alpha}=\frac{|\alpha|!}{\alpha!}
\end{array}
$$

For a sequence of nonnegative real numbers $q=\left(q_{1}, q_{2}, \ldots\right)$, define $q^{\alpha}=\prod_{k \geq 1} q_{k}^{\alpha_{k}}$.
A multi-index $\alpha$ can be uniquely characterized by its characteristic set $K_{\alpha}$. Let $n=|\alpha|$, and denote the ordered $n$-tuple $K_{\alpha}=\left(k_{1}, \ldots, k_{n}\right)$ where $k_{1} \leq k_{2} \leq \cdots \leq k_{n}$, with $k_{i}$ defined as follows. Let $\kappa_{1}<\cdots<\kappa_{d(\alpha)}$ be the indices of $\alpha$ for which $\alpha_{\kappa_{i}} \neq 0$. Then

$$
k_{l}=\kappa_{i} \quad \text { if } \quad \sum_{j=1}^{i-1} \alpha_{\kappa_{j}}<l \leq \sum_{j=1}^{i} \alpha_{\kappa_{j}} .
$$

In words, the first $\alpha_{\kappa_{1}}$ entries of $K_{\alpha}$ are $k_{1}=\cdots=k_{\alpha_{\kappa_{1}}}=\kappa_{1}$, followed by the next $\alpha_{\kappa_{2}}$ entries of $K_{\alpha}$ being $k_{\alpha_{\kappa_{1}}+1}=\cdots=k_{\alpha_{\kappa_{1}}+\alpha_{\kappa_{1}}}=\kappa_{2}$, etc.

The definitions of the multi-indices and their characteristic sets give rise to some useful combinatorial results which will come in handy later. We state two of these results here.

Lemma 1.2. (A multinomial sum in infinite dimensions) Let $\vec{\rho}=\left(\rho_{1}, \rho_{2}, \ldots\right)$ with $\rho_{k}>0$, and let $\bar{\rho}=\sum_{k \geq 1} \rho_{k}$. Then for any $n \in \mathbb{N}_{0}$,

$$
\sum_{|\alpha|=n} \frac{\rho^{\alpha}}{\alpha!}=\frac{\bar{\rho}^{n}}{n!} .
$$

Proof. Fix $n$ and $|\alpha|=n$. We identify $\alpha$ with its characteristic set $K_{\alpha}=\left(k_{1}, \ldots, k_{n}\right)$. Since there are $n!/ \alpha!$ distinct permutations of $\left\{k_{1}, \ldots, k_{n}\right\}$,

$$
\sum_{|\alpha|=n} \frac{\rho^{\alpha}}{\alpha!}=\sum_{k_{1} \leq \cdots \leq k_{n}} \frac{\prod_{j=1}^{n} \rho_{k_{j}}}{\alpha!} \cdot \frac{(n!/ \alpha!)}{(n!/ \alpha!)}=\sum_{k_{1}, \ldots, k_{n}} \frac{\prod_{j=1}^{n} \rho_{k_{j}}}{\alpha!} \cdot \frac{1}{(n!/ \alpha!)}
$$

where we have multiplied by 1 and rearranged the sum over non-decreasing indices into a sum over all unordered indices. Finally, from the formula for the multinomial expansion

$$
\sum_{|\alpha|=n} \frac{\rho^{\alpha}}{\alpha!}=\frac{1}{n!} \sum_{k_{1}, \ldots, k_{n}} \prod_{j=1}^{n} \rho_{k_{j}}=\frac{1}{n!}\left(\sum_{k} \rho_{k}\right)^{n}
$$

Lemma 1.3. For all $\alpha, \beta \in \mathcal{J}$,

$$
\frac{|\beta|!}{\beta!} \frac{|\alpha-\beta|!}{(\alpha-\beta)!} \leq \frac{|\alpha|!}{\alpha!} .
$$

Proof. Let $K_{\alpha}=\left(k_{1}, \ldots, k_{|\alpha|}\right)$ be the characteristic set of $\alpha$. On the RHS, $\frac{|\alpha|!}{\alpha!}$ is the number of distinct permutations of $K_{\alpha}$. On the LHS, we partition $K_{\alpha}$ into the two subsets corresponding to $K_{\beta}$ and $K_{(\alpha-\beta)}$. Then, the number of distinct permutations of $K_{\beta}$ times that of $K_{(\alpha-\beta)}$ cannot exceed the number of distinct permutations of $K_{\alpha}$.
1.1. The Wiener chaos expansion and weighted Wiener chaos spaces. The Wiener chaos expansion is an orthogonal expansion for random elements that are measurable with respect to the Gaussian white noise $\dot{W}$. Due to the Gaussian assumption, the Wiener chaos expansion is necessarily an expansion in the Hermite polynomials. Recall the Hermite
polynomial $H_{n}(x)$ of degree $n$,

$$
H_{n}(x)=(-1)^{n} e^{\frac{x^{2}}{2}} \frac{d^{n}}{d x^{n}} e^{-\frac{x^{2}}{2}}
$$

For each $\alpha \in \mathcal{J}$, define the random variables

$$
\xi_{\alpha}=\prod_{k \geq 1} \frac{H_{\alpha_{k}}\left(\xi_{k}\right)}{\sqrt{\alpha_{k}!}}
$$

Theorem 1.4. (Cameron and Martin [9]) The collection $\Xi=\left\{\xi_{\alpha}, \alpha \in \mathcal{J}\right\}$ is an orthonormal basis of $L_{2}(\Omega)$. $\Xi$ is referred to as the Cameron-Martin basis.

Given a real separable Hilbert space $X$ with norm $|\cdot|_{X}$, let $L_{2}(\Omega ; X)$ be the Hilbert space of square integrable $\mathcal{F}$-measurable random elements with values in $X$. Then the CameronMartin theorem provides that any square integrable random element $\zeta \in L_{2}(\Omega ; X)$ has the Wiener Chaos expansion with respect to the Cameron-Martin basis,

$$
\zeta=\sum_{\alpha \in \mathcal{J}} \zeta_{\alpha} \xi_{\alpha}
$$

where $\zeta_{\alpha}=\mathbb{E}\left[\zeta \xi_{\alpha}\right]$, and Parseval's identity holds,

$$
\|\zeta\|_{L_{2}(\Omega ; X)} \equiv \mathbb{E}|\zeta|_{X}^{2}=\sum_{\alpha \in \mathcal{J}}\left|\zeta_{\alpha}\right|_{X}^{2}
$$

We will frequently encounter random elements that are not square integrable, and thus we describe a construction analogous to the construction of Sobolev scales. Define the test function space

$$
\mathcal{D}=\left\{\zeta=\sum_{\alpha} \zeta_{\alpha} \xi_{\alpha}: \zeta_{\alpha} \in \mathbb{R} \text { and only finite number of } \zeta_{\alpha} \text { are non-zero }\right\}
$$

Definition 1.5. A generalized random element $f$ with values in $X$ is a formal series

$$
\begin{equation*}
f=\sum_{\alpha \in \mathcal{J}} f_{\alpha} \xi_{\alpha} \tag{2.4}
\end{equation*}
$$

where $f_{\alpha} \in X . f$ is identified with the sequence $\left\{f_{\alpha}, \alpha \in \mathcal{J}\right\}$. The expansion (2.4) is also called the Wiener chaos expansion of $f$.

The space $\mathcal{D}^{\prime}(X)$ of generalized random elements in $X$ is the dual space of $\mathcal{D}$ with respect to $L_{2}(\Omega)$, with duality pairing

$$
\langle\langle f, \zeta\rangle\rangle=\sum_{\alpha} \zeta_{\alpha} f_{\alpha}
$$

The space $\mathcal{D}^{\prime}$ is a very large space. Its elements have Wiener chaos expansions that may exhibit severe blow-up. Next, we introduce the weighted Wiener Chaos spaces that quantify the asymptotic behaviour of the Wiener chaos modes. Let $\mathcal{R}$ be a bounded linear operator on $L_{2}(\Omega)$ defined by $\mathcal{R} \xi_{\alpha}=r_{\alpha} \xi_{\alpha}$ for every $\alpha \in \mathcal{J}$, where the weights $\left\{r_{\alpha}, \alpha \in \mathcal{J}\right\}$ are positive real numbers. Note that $\mathcal{R}$ is bounded if and only if the weights $r_{\alpha}$ are uniformly bounded from above, that is, $r_{\alpha}<C$ for all $\alpha \in \mathcal{J}$, for some constant $C$. Define the norm

$$
\|f\|_{\mathcal{R} L_{2}(\Omega ; X)}^{2}:=\sum_{\alpha \in \mathcal{J}}\left|f_{\alpha}\right|_{X}^{2} r_{\alpha}^{2}
$$

for $f=\sum_{\alpha \in \mathcal{J}} f_{\alpha} \xi_{\alpha}$. The space $\mathcal{R} L_{2}(\Omega ; X)$ of random elements in $X$, is defined as the closure of $L^{2}(\Omega ; X)$ under the norm $\|\cdot\|_{\mathcal{R} L_{2}(\Omega ; X)}$; in other words, the elements of $\mathcal{R} L_{2}(\Omega ; X)$ are identified with a formal series $\sum_{\alpha \in \mathcal{J}} f_{\alpha} \xi_{\alpha}$, where $\|f\|_{\mathcal{R} L_{2}(\Omega ; X)}^{2}<\infty$. Clearly, $\mathcal{R} L_{2}(\Omega ; X)$ is a Hilbert space with respect to $\|\cdot\|_{\mathcal{R} L_{2}(\Omega ; X)}$.

The operator $\mathcal{R}^{-1}$ that is inverse to $\mathcal{R}$ is defined by $\mathcal{R}^{-1} \xi_{\alpha}=r_{\alpha}^{-1} \xi_{\alpha}$. Let $X \hookrightarrow Y \hookrightarrow X^{\prime}$ be a normal triple of Hilbert spaces with duality pairing $\langle\cdot, \cdot\rangle_{X^{\prime}, X}$. We define the space $\mathcal{R}^{-1} L_{2}(\Omega ; X)$ as the dual of $\mathcal{R} L_{2}\left(\Omega ; X^{\prime}\right)$ relative to the inner product in the space $L_{2}(\Omega ; Y)$. The duality pairing is given by

$$
\langle\langle f, g\rangle\rangle_{\mathcal{R} L_{2}\left(\Omega ; X^{\prime}\right), \mathcal{R}^{-1} L_{2}(\Omega ; X)}:=\mathbb{E}\left\langle\mathcal{R} f_{\alpha}, \mathcal{R}^{-1} g_{\alpha}\right\rangle_{X^{\prime}, X}=\sum_{\alpha \in \mathcal{J}}\left\langle f_{\alpha}, g_{\alpha}\right\rangle_{X^{\prime}, X}
$$

for $f \in \mathcal{R} L_{2}\left(\Omega ; X^{\prime}\right)$ and $g \in \mathcal{R}^{-1} L_{2}(\Omega ; X)$. Similarly, $\mathcal{R}^{-1} L_{2}\left(\Omega ; X^{\prime}\right)$ is defined as the dual of $\mathcal{R} L_{2}(\Omega ; X)$ relative to the inner product in $L_{2}(\Omega ; Y)$. We may leave out notating the dual spaces in $\langle\langle\cdot, \cdot\rangle\rangle$ where it is either obvious or inconsequential.

There are several classes of weights in the literature $[\mathbf{2 8}, \mathbf{3 1}, \mathbf{3 7}, \mathbf{4 7}]$. We list a few.
(1) In Section 3 and Chapter 3, we consider only admissible weights of the form

$$
r_{\alpha}^{2}=\frac{q^{\alpha}}{|\alpha|!},
$$

where $q=\left(q_{1}, q_{2}, \ldots\right)$ is a decreasing sequence of positive real numbers. This class of weights arises naturally, for example, when studying equations where the driving white noise acts on the term of the second order partial differential operator [44, 48, 49].
(2) Kondratiev spaces. Denote the sequence $(2 \mathbb{N})^{-q}:=\left((2 k)^{-q}\right)_{k=1,2, \ldots}$. The Kondratiev space $\mathcal{S}_{-1,-q}(X)$ is a weighted space with weights

$$
r_{\alpha}^{2}=\frac{\left((2 \mathbb{N})^{-q}\right)^{\alpha}}{\alpha!}
$$

The Kondratiev spaces have been widely used to study various classes of SPDE (see e.g., $[\mathbf{1 0}, \mathbf{2 9}, \mathbf{3 1}]$ ).

## 2. Generalized Malliavin calculus and the Wick product

In this section, we discuss a generalized form of the Malliavin calculus, and also its relation to the Wick product. Roughly speaking, the traditional development of the subject of the Malliavin calculus begins with defining the Malliavin derivative $\boldsymbol{D}_{\dot{W}}$ with respect to Gaussian white noise,

$$
\boldsymbol{D}_{\dot{W}} F\left(W\left(h_{1}\right), \ldots, W\left(h_{N}\right)\right)=\sum_{i=1}^{N} \frac{\partial F}{\partial x_{i}}\left(W\left(h_{1}\right), \ldots, W\left(h_{N}\right)\right) h_{i},
$$

for a smooth function $F$ and $h_{i} \in \mathcal{U}, i=1, \ldots, N$, and where $W\left(h_{i}\right)=\int_{0}^{T} h_{i} d W(t)$. The Malliavin derivative maps elements in $L_{2}(\Omega)$ into $L_{2}(\Omega ; \mathcal{U})$. The Skorokhod integral $\boldsymbol{\delta}_{\dot{W}}$ is then a map $L_{2}(\Omega ; \mathcal{U})$ into $L_{2}(\Omega)$, defined via the adjoint property,

$$
\mathbb{E}\left[\boldsymbol{\delta}_{\dot{W}}(f) \phi\right]=\mathbb{E}\left[\left(f, \boldsymbol{D}_{\dot{W}} \phi\right)_{\mathcal{U}}\right] .
$$

(See $[\mathbf{5 0}, \mathbf{5 6}]$ for details.)
The generalized form of the Malliavin calculus retains the properties of the traditional Malliavin calculus, including the adjoint property, but accords more flexibility when it comes to defining the Malliavin derivative and Malliavin divergence operator with respect to other random elements besides Gaussian white noise. For any $\xi_{k}$, define the Malliavin derivative
$\boldsymbol{D}_{\xi_{k}}$ and Malliavin divergence operator $\boldsymbol{\delta}_{\xi_{k}}$ by ${ }^{1}$

$$
\boldsymbol{D}_{\xi_{k}}\left(\xi_{\alpha}\right):=\sqrt{\alpha_{k}} \xi_{\alpha-\epsilon_{k}}, \quad \text { and } \quad \boldsymbol{\delta}_{\xi_{k}}\left(\xi_{\alpha}\right):=\sqrt{\alpha_{k}+1} \xi_{\alpha+\epsilon_{k}} .
$$

The Malliavin operators $\boldsymbol{D}_{\xi_{k}}, \boldsymbol{\delta}_{\xi_{k}}$ can be extended to any Cameron-Martin basis element $\xi_{\beta}$ by

$$
\boldsymbol{D}_{\xi_{\beta}}\left(\xi_{\alpha}\right):=\sqrt{\binom{\alpha}{\beta}} \xi_{\alpha-\beta}, \quad \text { and } \quad \boldsymbol{\delta}_{\xi_{\beta}}\left(\xi_{\alpha}\right):=\sqrt{\binom{\alpha+\beta}{\beta}} \xi_{\alpha+\beta} .
$$

An important relationship between the Malliavin derivative and Malliavin divergence operator is the adjoint property: for $\alpha, \alpha^{\prime}, \beta \in \mathcal{J}$,

$$
\begin{equation*}
\left\langle\left\langle\boldsymbol{\delta}_{\xi_{\beta}}\left(\xi_{\alpha}\right), \xi_{\alpha^{\prime}}\right\rangle\right\rangle=\left\langle\left\langle\xi_{\alpha}, \boldsymbol{D}_{\xi_{\beta}}\left(\xi_{\alpha^{\prime}}\right)\right\rangle\right\rangle \tag{2.5}
\end{equation*}
$$

By bilinearity, $\boldsymbol{D}_{u}(v)$ and $\boldsymbol{\delta}_{u}(f)$ can be defined for random elements $u$ on $\mathcal{U}, v$ on $X$, and $f$ on $X \otimes \mathcal{U}[46]$. Elementary computations with the Wiener chaos expansion yields explicit formulas for $\boldsymbol{D}_{u}(v)$ and $\boldsymbol{\delta}_{u}(f)$, as follows. Let $u=\sum_{\alpha} u_{\alpha} \xi_{\alpha}$ with $u_{\alpha} \in \mathcal{U}$, and $v=\sum_{\alpha} v_{\alpha} \xi_{\alpha}$ with $v_{\alpha} \in X$, and $f=\sum_{\alpha} f_{\alpha} \xi_{\alpha}$ with $f_{\alpha} \in X \otimes \mathcal{U}$. Then

$$
\begin{gathered}
\boldsymbol{D}_{u}(v)=\sum_{\alpha}\left(\sum_{\beta} \sqrt{\binom{\alpha+\beta}{\beta}} v_{\alpha+\beta} \otimes u_{\beta}\right) \xi_{\alpha} \\
\boldsymbol{\delta}_{u}(f)=\sum_{\alpha}\left(\sum_{\beta \leq \alpha} \sqrt{\binom{\alpha}{\beta}}\left(f_{\beta}, u_{\alpha-\beta}\right) \mathcal{U}\right) \xi_{\alpha} .
\end{gathered}
$$

The Malliavin divergence operator is closely related to the Wick product. The Wick product is defined as

$$
\xi_{\alpha} \diamond \xi_{\beta}=\sqrt{\binom{\alpha+\beta}{\beta}} \xi_{\alpha+\beta}
$$

and is extended by linearity to $f \diamond \eta$, where $f$ is a generalized $X$-valued random element and $\eta$ is a generalized real-valued random element. Clearly, $f \diamond \eta=\boldsymbol{\delta}_{\eta}(f)$ in this case (with $\mathcal{U}=\mathbb{R})$. The difference between the Malliavin divergence operator and the Wick product lies in the fact that the Wick product is a point-wise product between $X$-valued and $\mathbb{R}$-valued generalized random elements, whereas the Malliavin divergence operator, being a stochastic integral, is a convolution between $\mathcal{U}$-valued and $\mathcal{U} \otimes X$-valued generalized random elements.

[^0]Thus, the Wick product is a symmetric operator, whereas the Malliavin divergence operator is not symmetric (see [46]).

Next, we describe some situations in which we will encounter the Malliavin derivative, Malliavin divergence operator and the Wick product:
(1) We can define the Malliavin divergence operator with respect to white noise $\dot{W}$, which is a random element on $\mathcal{U}$. For $f \in \mathcal{R} L_{2}(\Omega ; X \otimes \mathcal{U}), \delta_{\dot{W}}(f)$ is the unique element of $\mathcal{R} L_{2}(\Omega ; X)$ with the property that
$\left\langle\left\langle\boldsymbol{\delta}_{\dot{W}}(f), \varphi\right\rangle\right\rangle_{\mathcal{R} L_{2}(\Omega ; X), \mathcal{R}^{-1} L_{2}\left(\Omega ; X^{\prime}\right)}=\left\langle\left\langle f, \boldsymbol{D}_{\dot{W}}(\varphi)\right\rangle\right\rangle_{\mathcal{R} L_{2}(\Omega ; X \otimes \mathcal{U}), \mathcal{R}^{-1} L_{2}\left(\Omega ; X^{\prime} \otimes \mathcal{U}\right)}$
for every $\varphi \in \mathcal{R}^{-1} L_{2}\left(\Omega ; X^{\prime}\right)$ such that $\boldsymbol{D}_{\dot{W}}(\varphi) \in \mathcal{R}^{-1} L_{2}\left(\Omega ; X^{\prime} \otimes \mathcal{U}\right)$.
In the case of time white noise on a finite time interval, i.e., $\mathcal{U}=L_{2}(0, T)$, it can be shown that the Malliavin divergence operator coincides with the Itô integral under the assumption of adaptedness [56]. That is,

$$
\delta_{\dot{W}}(u)=\int_{0}^{T} u(t) d W(t)
$$

provided $u(t)$ is a suitable random element that is adapted to the filtration generated by the Brownian motion $W(t)$.
(2) For a random element $g \in \mathcal{R} L_{2}(\Omega ; X)$, it will often arise in modelling problems to consider the multiplication, or convolution, of $g$ with white noise $\dot{W}$. Strictly speaking, the term $\boldsymbol{\delta}_{\dot{W}}(g)$ is not well defined. But, by abuse of notation, we interpret

$$
\left[\boldsymbol{\delta}_{\dot{W}}(g)\right]_{\alpha}=\sum_{k \geq 1} \sqrt{\alpha_{k}} g_{k, \alpha-\epsilon_{k}}
$$

where $g_{k, \alpha}=\mathfrak{u}_{k} \otimes g_{\alpha}$.
When $\dot{W}(x)$ is a white noise on $L_{2}(D)$ with orthonormal basis $\left\{\mathfrak{u}_{k}(x)\right\}$, and when $g(x)$ is a generalized random function in $x$, this interpretation coincides with the Wick product model $g(x) \diamond \dot{W}(x)$ by taking the Wick product pointwise in $x$. To see this, choose $g_{k, \alpha}(x)=\mathfrak{u}_{k}(x) g_{\alpha}(x)$, then

$$
(g(x) \diamond \dot{W}(x))_{\alpha}=\sum_{l} \sqrt{\alpha_{l}} g_{\alpha-\epsilon_{l}}(x) \mathfrak{u}_{l}(x)=\delta_{\dot{W}}(g)
$$

If $\left\{\mathfrak{u}_{k}\right\}$ is chosen such that $D^{\gamma} \mathfrak{u}_{k} \in L^{\infty}$ for all $k$ and all $\gamma=\left(\gamma_{1}, \ldots, \gamma_{d}\right)$ with $|\gamma| \leq l$, then $g \diamond \dot{W} \in \mathcal{D}^{\prime}\left(W^{l, p}\right)$ provided $g \in \mathcal{D}^{\prime}\left(W^{l, p}\right)$.
(3) In Chapter 4 , we will consider a nonlinearity of the form $u^{i} \diamond \partial_{x_{i}} u$. Direct computation gives that

$$
\begin{equation*}
\left(u^{i} \diamond \partial_{x_{i}} u\right)_{\alpha}=\sum_{0 \leq \gamma \leq \alpha} \sqrt{\binom{\alpha}{\gamma}}\left(u_{\gamma}, \nabla\right) u_{\alpha-\gamma} \tag{2.6}
\end{equation*}
$$

Each chaos mode of the Wick product is determined by a convolution among between the lower order chaos modes. This observation is important, as it suggests a connection to the Catalan numbers which are themselves characterized recursively as convolutions.

## 3. A basic application of the Wiener chaos expansion to solving SPDEs via the propagator system

The Wiener chaos expansion is used as a separation of variables technique for stochastic ordinary or partial differential equations. Just like how the Fourier expansion is used to solve for the Fourier modes of a solution of a deterministic PDE, the Wiener chaos expansion is used in an analogous way to find the Wiener chaos modes of the solution of an SPDE. The separation of the independent variable of randomness leaves behind a deterministic system of equations for the Wiener chaos modes of the solution, termed the propagator system of equations. The analysis of the SPDE is thus reduced to the analysis of a deterministic PDE system for which deterministic theory can be applied.

In this section, we show a basic application of the Wiener chaos expansion to study the parabolic SPDE on a bounded domain $D \subset \mathbb{R}^{d}$,

$$
\begin{align*}
& \frac{d u}{d t}+\mathcal{A} u+\delta_{\dot{W}}(\mathcal{M} u+g)=f \quad \text { on } D \times(0, T] \\
& \left.u\right|_{\partial D}=0  \tag{2.7}\\
& \left.u\right|_{t=0}=v
\end{align*}
$$

where $\dot{W}$ is a Gaussian white noise which may depend on space or time, $\mathcal{A}$ is a second order elliptic operator from $H_{0}^{1}(D)$ onto $H^{-1}(D)$, and $\mathcal{M} u:=\sum_{k} \mathcal{M}_{k} u \otimes \mathfrak{u}_{k}$ where $\mathcal{M}_{k}$, $k=1,2, \ldots$ are bounded operators from $H_{0}^{1}(D)$ into $H^{-1}(D)$. We will assume that the boundary $\partial D$ and the coefficients of $\mathcal{A}, \mathcal{M}_{k}$ are sufficiently smooth in the space and time
variables. The input data $v, f, g$ are allowed to be generalized random elements, and we recall that they can be measurable with respect to a white noise different from $\dot{W}$.
3.1. Some notation and constants. Before we proceed, we state our notation for various constants that will show up often in the rest of this chapter and the next chapter.

We assume throughout that $\mathcal{A}(t)$ is uniformly elliptic on $(0, T]$ and is coercive and bounded,

$$
\begin{align*}
& \langle\mathcal{A}(t) u, u\rangle \geq C_{A}^{\text {coerc }}\|u\|_{H_{0}^{1}}^{2},  \tag{2.8}\\
& \langle\mathcal{A}(t) u, v\rangle \leq C_{A}^{b}\|u\|_{H_{0}^{1}}\|v\|_{H_{0}^{1}} .
\end{align*}
$$

Denote $C_{A}^{\text {ellip }}=\left(C_{A}^{\text {coerc }}\right)^{-1}$ to be the constant in

$$
\begin{equation*}
\|w\|_{H_{0}^{1}} \leq C_{A}^{\text {ellip }}\|f\|_{H^{-1}} \tag{2.9}
\end{equation*}
$$

for the solution of the zero Dirichlet problem $\mathcal{A}(t) w=f$, for any $t \in(0, T]$. Also denote $C_{A}$ to be the constant in

$$
\begin{equation*}
\|w\|_{L^{2}\left(0, T ; H_{0}^{1}(D)\right)} \leq C_{A}\left(\left\|w_{0}\right\|_{L^{2}(D)}+\|f\|_{L^{2}\left(0, T ; H^{-1}(D)\right)}\right) \tag{2.10}
\end{equation*}
$$

for the weak solution $w$ of the zero Dirichlet problem $\frac{d w}{d t}+\mathcal{A}(t) w=f$ with $w(0)=w_{0}$.
For the Sobolev spaces $H^{r}(D), r \geq 1$, let $\lambda_{k}^{(r)}$ be the constants in

$$
\begin{equation*}
\left\|\mathcal{M}_{k}(t) w\right\|_{H^{r-2}(D)} \leq \lambda_{k}^{(r)}\|w\|_{H^{r}(D)}, \quad \forall w \in H^{r}(D), t \in(0, T] \tag{2.11}
\end{equation*}
$$

For brevity, we write $\lambda_{k}=\lambda_{k}^{(1)}$. Observe that $C_{k}:=\lambda_{k} C_{A}^{\text {ellip }}$ are the constants defined by $\left\|\mathcal{A}^{-1} \mathcal{M}_{k} v\right\|_{H_{0 X}^{1}} \leq C_{k}\|v\|_{H_{0 X}^{1}}$ for all $v \in H_{0 X}^{1}$.

Finally, let $\mu_{k}^{(r)}, r=-1,0,1, \ldots$ be the constant arising in $\left\|g_{k}\right\|_{H_{X}^{r}} \leq \mu_{k}^{(r)}\|g\|_{H_{X}^{r}}$. We will write $\mu_{k}=\mu_{k}^{(-1)}$.

We will use shorthand to denote the spaces: for example, we will write $\mathcal{R}_{\Omega} L_{T}^{2} H_{X}^{-1}$ to denote $\mathcal{R} L_{2}\left(\Omega ; L^{2}\left((0, T) ; H^{-1}(D)\right)\right)$. Also, $H_{0 X}^{1}$ denotes $H_{0}^{1}(D)$.
3.2. Existence and uniqueness of solutions. We begin by defining the notion of a weak solution of (2.7).

Definition 3.1. A weak solution of (2.7), with $f, g \in \mathcal{R}_{\Omega} L_{T}^{2} H_{X}^{-1}$ and $v \in \mathcal{R}_{\Omega} L_{X}^{2}$, is a process $u \in \mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}$ such that for every $\phi \in \mathcal{R}_{\Omega}^{-1}$ with $\boldsymbol{D}_{\dot{W}} \phi \in \mathcal{R}_{\Omega}^{-1} \mathcal{U}$,

$$
\begin{equation*}
\langle\langle u(t), \phi\rangle\rangle=\langle\langle v, \phi\rangle\rangle-\int_{0}^{t}\left\langle\left\langle\mathcal{A} u+\delta_{\dot{W}}(\mathcal{M} u+g), \phi\right\rangle\right\rangle d s+\int_{0}^{t}\langle\langle f, \phi\rangle\rangle d s \tag{2.12}
\end{equation*}
$$

with equality in $L_{T}^{2} H_{X}^{-1}$.

The existence and uniqueness result for a weak solution of (2.7) for $v, f$ deterministic and $g \equiv 0$ has been shown in [49]. The proof relies on the Equivalence Theorem 3.2 that relates the weak solution to the propagator system (2.13).

Theorem 3.2. The process $u=\sum_{\alpha} u_{\alpha} \xi_{\alpha} \in \mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}$ is a solution of (2.7), if and only if, for each $\alpha \in \mathcal{J}$,

$$
\begin{equation*}
u_{\alpha}(t)=v_{\alpha}-\int_{0}^{t} \mathcal{A} u_{\alpha}(s)+\sum_{k \geq 1} \sqrt{\alpha_{k}}\left(\mathcal{M}_{k} u_{\alpha-\epsilon_{k}}+g_{k, \alpha-\epsilon_{k}}\right) d s+\int_{0}^{t} f_{\alpha}(s) d s \tag{2.13}
\end{equation*}
$$

holds in $H_{X}^{-1}$ for a.e. $t \in[0, T]$.

Proof. See [49].

Using the techniques from [47] (Theorem 9.4) or [45] (Proposition 4.2), we can extend the existence and uniqueness result to the case when $v, f, g$ are random, and determine the conditions for the weighted spaces that $u$ may belong to, in terms of the spaces that the input data belong to.

Theorem 3.3. Let the weights $\mathcal{R}$, with $r_{\alpha}^{2}=\frac{q^{\alpha}}{|\alpha|!}$, satisfy

$$
\begin{equation*}
\sum_{k \geq 1} q_{k} C_{A}^{2} \lambda_{k}^{2}<1 \tag{2.14}
\end{equation*}
$$

(1) If the input data $v \in L_{X}^{2}$ and $f, g \in L_{T}^{2} H_{X}^{-1}$ are deterministic, then there exists a unique weak solution $u \in \mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}$, and

$$
\|u\|_{\mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}} \leq C\left(\|v\|_{L_{X}^{2}}+\|f\|_{L_{T}^{2} H_{X}^{-1}}+\|g\|_{L_{T}^{2} H_{X}^{-1}}\right)
$$

where $C$ depends only on $\mathcal{R}, \mathcal{A}, \mathcal{M}$ and $T$.
(2) Assume $v \in \overline{\mathcal{R}}_{\Omega} L_{X}^{2}$ and $f, g \in \overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{-1}$ for some $\bar{r}_{\alpha}^{2}=\frac{\rho^{\alpha}}{|\alpha| \mid}$. Also assume, in addition to (2.14), that $q_{k}$ are chosen to satisfy

$$
\begin{equation*}
\sum_{k \geq 1} \frac{q_{k}}{\rho_{k}}<1 \tag{2.15}
\end{equation*}
$$

Then there exists a unique solution $u \in \mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}$, and

$$
\|u\|_{\mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}} \leq C\left(\|v\|_{\overline{\mathcal{R}}_{\Omega} L_{X}^{2}}+\|f\|_{\overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{-1}}+\|g\|_{\overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{-1}}\right)
$$

where $C$ depends only on $\mathcal{R}, \overline{\mathcal{R}}, \mathcal{A}, \mathcal{M}$ and $T$.

Proof. Step 1.
Assume $v, f, g$ are non-random. This case has been studied in [49] for $g=0$. The proof here is essentially the same. The propagator system is

$$
\begin{aligned}
u_{(0)}(t) & =v+\int_{0}^{t} \mathcal{A} u_{(0)}(s)+f(s) d s \\
u_{\epsilon_{k}}(t) & =\int_{0}^{t} \mathcal{A} u_{\epsilon_{k}}(s)+\left(\mathcal{M}_{k} u_{(0)}(s)+g_{k}(s)\right) d s \\
u_{\alpha}(t) & =\int_{0}^{t} \mathcal{A} u_{\alpha}(s)+\sum_{k} \sqrt{\alpha_{k}} \mathcal{M}_{k} u_{\alpha-\epsilon_{k}}(s) d s, \quad|\alpha| \geq 2
\end{aligned}
$$

Let $\Phi_{t}=e^{\mathcal{A}} t$ be the semigroup generated by $\mathcal{A}$. Then for $\alpha=(0)$,

$$
u_{(0)}(t)=\Phi_{t} v+\int_{0}^{t} \Phi_{t-s} f(s) d s
$$

and from the deterministic parabolic estimates,

$$
\left\|u_{(0)}\right\|_{L_{T}^{2} H_{0 X}^{1}} \leq C_{A}\left(\|v\|_{L_{X}^{2}}+\|f\|_{L_{T}^{2} H_{X}^{-1}}\right)
$$

For $\alpha=\epsilon_{k}$,

$$
u_{\epsilon_{k}}(t)=\int_{0}^{t} \Phi_{t-s_{1}}\left(\mathcal{M}_{k} u_{(0)}\left(s_{1}\right)+g_{k}\right) d s_{1}
$$

and again applying the deterministic parabolic estimates,

$$
\begin{aligned}
\left\|u_{\epsilon_{k}}\right\|_{L_{T}^{2} H_{0 X}^{1}} & \leq C_{A}\left(\left\|\mathcal{M}_{k} u_{(0)}\right\|_{L_{T}^{2} H_{X}^{-1}}+\left\|g_{k}\right\|_{L_{T}^{2} H_{X}^{-1}}\right) \\
& \leq C_{A}\left(\lambda_{k} C_{A}\left\|u_{(0)}\right\|_{L_{T}^{2} H_{0 X}^{1}}+\mu_{k}\|g\|_{L_{T}^{2} H_{X}^{-1}}\right) \\
& \leq C_{A} M\left(\vec{\lambda} C_{A}\right)\left(\|v\|_{L_{X}^{2}}+\|f\|_{L_{T}^{2} H_{X}^{-1}}+\|g\|_{L_{T}^{2} H_{X}^{-1}}\right)
\end{aligned}
$$

where $M=\sup _{k}\left(1 \vee \frac{\mu_{k}}{\lambda_{k} C_{A}}\right)$.
For $|\alpha|=n \geq 2$, with characteristic set $K_{\alpha}=\left(k_{1}, \ldots, k_{n}\right)$, it can be shown by induction that

$$
u_{\alpha}(t)=\frac{1}{\sqrt{\alpha!}} \sum_{\sigma \in \mathcal{P}_{n}} \int_{0}^{t} \int_{0}^{s_{n}} \ldots \int_{0}^{s_{2}} \Phi_{t-s_{n}} \mathcal{M}_{k_{\sigma(n)}} \ldots \Phi_{s_{2}-s_{1}}\left(\mathcal{M}_{k_{\sigma(1)}} u_{(0)}\left(s_{1}\right)+g_{k_{\sigma(1)}}\right) d s_{1} \ldots d s_{n}
$$

where $\mathcal{P}_{n}$ is the group of permutations of $\{1, \ldots, n\}$. Then, we obtain

$$
\left\|u_{\alpha}\right\|_{L_{T}^{2} H_{0 X}^{1}} \leq C_{A} M \frac{(\vec{C})^{\alpha}|\alpha|!}{\sqrt{\alpha!}}\left(\|v\|_{L_{X}^{2}}+\|f\|_{L_{T}^{2} H_{X}^{-1}}+\|g\|_{L_{T}^{2} H_{X}^{-1}}\right)
$$

where $\vec{C}=\left(C_{1}, C_{2}, \ldots\right), C_{k}=\lambda_{k} C_{A}$.
Taking the weights to satisfy (2.14), it follows from Lemma 1.2 that

$$
\|u\|_{\mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}} \leq C\left(\|v\|_{L_{X}^{2}}+\|f\|_{L_{T}^{2} H_{X}^{-1}}+\|g\|_{L_{T}^{2} H_{X}^{-1}}\right)
$$

where $C$ depends only on $\mathcal{R}, \mathcal{A}, \mathcal{M}$ and $T$.
Step 2.
Fix an arbitrary $\alpha^{*} \in \mathcal{J}$. Assume $v=V \xi_{\alpha^{*}}, f=F \xi_{\alpha^{*}}, g=G \xi_{\alpha^{*}}$; in other words, the randomness of the data is localized to a single mode. Let $u\left[\alpha^{*} ; V, F, G\right](t, x)$ be the solution. By linearity, the chaos expansion coefficients with indices of the form $\alpha^{*}+\alpha$ satisfy

$$
\frac{u_{\alpha^{*}+\alpha}\left[\alpha^{*} ; V, F, G\right]}{\sqrt{\left(\alpha^{*}+\alpha\right)!}}=\frac{u_{\alpha}\left[(0) ; \frac{V}{\sqrt{\alpha^{*+1}}}, \frac{F}{\sqrt{\alpha^{*}!}}, \frac{G}{\sqrt{\alpha^{*}!}}\right]}{\sqrt{\alpha!}}
$$

and are zero otherwise. Then

$$
\begin{aligned}
& \int_{0}^{T}\left\|u\left[\alpha^{*} ; V, F, G\right](t)\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2} d t \\
& =\sum_{\alpha} \frac{q^{\alpha^{*}+\alpha}}{\left|\alpha^{*}+\alpha\right|!} \frac{\left(\alpha^{*}+\alpha\right)!}{\alpha!}\left\|u_{\alpha}\left[(0) ; \frac{V}{\sqrt{\alpha^{*}!}}, \frac{F}{\sqrt{\alpha^{*}!}}, \frac{G}{\sqrt{\alpha^{*}!}}\right]\right\|_{L_{T}^{2} H_{0 X}^{1}}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{\alpha} \frac{q^{\alpha^{*}+\alpha}}{|\alpha|!\left|\alpha^{*}\right|!} \frac{|\alpha|!\left|\alpha^{*}\right|!}{\left|\alpha^{*}+\alpha\right|!} \frac{\left(\alpha^{*}+\alpha\right)!}{\alpha!\alpha^{*}!}\left\|u_{\alpha}[(0) ; V, F, G]\right\|_{L_{T}^{2} H_{0 X}^{1}}^{2} \\
& \leq \frac{q^{\alpha^{*}}}{\left|\alpha^{*}\right|!}\|u[(0) ; V, F, G]\|_{\mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}}^{2}
\end{aligned}
$$

where the last inequality follows by Lemma 1.3.
Step 3.
For the general case with random data, assume $v \in \overline{\mathcal{R}}_{\Omega} L_{X}^{2}$ and $f, g \in \overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{-1}$. The solution can be written as

$$
u=\sum_{\alpha^{*}} u\left[\alpha^{*} ; v_{\alpha^{*}}, f_{\alpha^{*}}, g_{\alpha^{*}}\right]
$$

Using the estimates from Step 2,

$$
\begin{aligned}
& \|u\|_{\mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}} \leq \sum_{\alpha^{*}}\left\|u\left[\alpha^{*} ; v_{\alpha^{*}}, f_{\alpha^{*}}, g_{\alpha^{*}}\right]\right\|_{\mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}} \\
& \leq C\left(\sum_{\alpha^{*}} \frac{q^{\alpha^{*}}}{\left|\alpha^{*}\right|!} \frac{\left|\alpha^{*}\right|!}{\rho^{\alpha^{*}}}\right)^{1 / 2}\left(\sum_{\alpha^{*}} \frac{\rho^{\alpha^{*}}}{\left|\alpha^{*}\right|!}\left(\left\|v_{\alpha^{*}}\right\|_{L_{X}^{2}}+\left\|f_{\alpha^{*}}\right\|_{L_{T}^{2} H_{X}^{-1}}+\left\|g_{\alpha^{*}}\right\|_{L_{T}^{2} H_{X}^{-1}}\right)^{2}\right)^{1 / 2} \\
& \leq C\left(\|v\|_{\overline{\mathcal{R}}_{\Omega} L_{X}^{2}}+\|f\|_{\overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{-1}}+\|g\|_{\overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{-1}}\right)
\end{aligned}
$$

where we have applied Cauchy-Schwartz inequality in the second inequality. The convergence of $\left(\sum_{\alpha^{*}} \frac{q^{\alpha^{*}}| | \frac{\alpha^{*} \mid!}{\left|\alpha^{*}\right|!} \rho^{\alpha^{*}}}{}\right)$ follows from a sufficient condition such as (2.15).

Clearly, $\mathcal{R} \supseteq \overline{\mathcal{R}}$, so $u$ is a weak solution of (2.7) in the sense of Definition 3.1. Uniqueness follows from the uniqueness of each equation in the propagator system.

Remark. The validity of the assumption that $M:=\sup _{k}\left(1 \vee \frac{\mu_{k}}{\lambda_{k}}\right)<\infty$ arises in some common examples. For example, taking $\mathcal{M}_{k} \phi=\mathfrak{u}_{k} \Delta \phi$ and $g_{k}=\mathfrak{u}_{k} g$, we have that $\mu_{k}, \lambda_{k}$ are both $\sim \mathcal{O}(k)$. If $M=\infty$, then in the estimate for $\left\|u_{\alpha}\right\|_{L_{T}^{2} H_{0 X}^{1}}$ in Step 1, we should replace the factor $M \vec{\lambda}^{\alpha}$ by $\left(\vec{\lambda} C_{A} \vee \vec{\mu}\right)^{\alpha}$, and use the criterion $\sum_{k} q_{k}\left(\lambda_{k} C_{A} \vee \mu_{k}\right)^{2}<1$ in place of (2.14).

Remark. If the input data is non-random, then it belongs to any weighted space $\overline{\mathcal{R}}$ for any $\rho$. In this case, condition (2.15) is automatically satisfied, and the condition for optimal solution weights $\mathcal{R}$ reduces to (2.14) alone.
3.3. Higher regularity of solutions. The weak solution of (2.7) is a generalized process in $H_{0 X}^{1}$, and we now investigate when it possesses better smoothness in the spatial variable. Such a result will become useful in the analysis of the stochastic finite element
method in Chapter 3, because the spatial regularity of the solution is closely related to the convergence order of finite element schemes. In fact, within the limitations of our analysis in Chapter 3, we require at the least that the minimum spatial regularity of the solution $u$ be $H^{2}(D)$-smooth, and its time derivatives $u_{t}, u_{t t}$ be $L_{2}(D)$ and $H^{-1}(D)$ functions respectively. However, obtaining higher spatial regularity comes at the expense of worsening the weights $\mathcal{R}$.

In line with the strategy of the previous section, we derive higher regularity results from the analogous results in the deterministic theory. Thus, we will see, for example, that certain compatibility conditions at time $t=0$ are necessary conditions for higher regularity to hold, except that the compatibility conditions in the stochastic case are more extensive than those in the deterministic case.

We now recall a result from deterministic PDE.

Theorem 3.4. (Evans [14], Theorems 5 and 6 in $\S 7.1 .3^{2}$ ). Let $\mathcal{A}$ be a uniformly elliptic second order operator whose coefficients belong to $H_{T}^{1} W_{X}^{k, \infty}$. Suppose $u \in L_{T}^{2} H_{0 X}^{1}$ with $u_{t} \in L_{T}^{2} H_{X}^{-1}$ is the weak solution of

$$
\begin{aligned}
& u_{t}+\mathcal{A} u=f \quad \text { in } D \times(0, T] \\
& \left.u\right|_{\partial D}=0 \\
& u(0)=v
\end{aligned}
$$

(i) Assume

$$
v \in H_{0 X}^{1}, \quad f \in L_{T}^{2} L_{X}^{2}
$$

Then in fact $u \in L_{T}^{2} H_{X}^{2} \cap L_{T}^{\infty} H_{0 X}^{1}$ and $u_{t} \in L_{T}^{2} L_{X}^{2}$, and
where the constant $C_{0}^{\text {reg }}$ depends only on $D, T$ and $\mathcal{A}$.
(ii) Fix $m \geq$ 1. Assume

$$
v \in H_{X}^{2 m+1}, \quad \frac{d^{k} f}{d t^{k}} \in L_{T}^{2} H_{X}^{2 m-2 k} \quad \text { for } k=0, \ldots, m
$$

[^1]and suppose the $m$-th order compatibility conditions hold:
\[

\left\{$$
\begin{array}{l}
v_{0}:=V_{0} \in H_{0 X}^{1}, \quad V_{1}:=f(0)-\mathcal{A} V_{0} \in H_{0 X}^{1}, \ldots \\
V_{m}:=\frac{d^{m-1} f}{d t^{m-1}}-\mathcal{A} V_{m-1} \in H_{0 X}^{1}
\end{array}
$$\right.
\]

Then $\frac{d^{k} u}{d t^{k}} \in L_{T}^{2} H_{X}^{2 m+2-2 k}$ for $k=0, \ldots m+1$, and

$$
\sum_{k=0}^{m}\left\|\frac{d^{k} u}{d t^{k}}\right\|_{L_{T}^{2} H_{X}^{2 m+2-2 k}} \leq C_{m}^{r e g}\left(\|v\|_{H_{X}^{2 m+1}}+\sum_{k=0}^{m}\left\|\frac{d^{k} f}{d t^{k}}\right\|_{L_{T}^{2} ; H_{X}^{2 m-2 k}}\right)
$$

where the constant $C_{m}^{\text {reg }}$ depends only on $m, D, T$ and $\mathcal{A}$.

From Theorem 3.4(i), we can obtain the following higher regularity result for the stochastic equation (2.7), with deterministic input data. The case of random data can be shown in the same way as Steps 2 and 3 in the proof of Theorem 3.3.

Corollary 3.5. Suppose $u \in \mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}$ is the weak solution of the SPDE (2.7). Also assume that $v, f, g$ are deterministic with

$$
v \in H_{0 X}^{1}, \quad \text { and } \quad f, g \in L_{T}^{2} L_{X}^{2} .
$$

Then for the weights $\tilde{\mathcal{R}}$ satisfying

$$
\sum_{k} \tilde{\rho}_{k}\left(\lambda_{k}^{(2)} C_{0}^{r e g}\right)^{2}<1,
$$

the weak solution $u \in \tilde{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{2}$ and

$$
\|u\|_{\tilde{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{2}} \leq C\left(\|v\|_{H_{0 X}^{1}}+\|f\|_{L_{T}^{2} L_{X}^{2}}+\|g\|_{L_{T}^{2} L_{X}^{2}}\right)
$$

Proof. The proof is similar to the proof of Theorem 3.3. The estimates for each $u_{\alpha}$ are obtained by applying Theorem 3.4(i) to the propagator system.

No special compatibility conditions were necessary for Corollary 3.5, but it is unable to ensure boundedness of $u_{t t}$. Thus, we next show how to obtain a smoother solution and the boundedness of $u_{t t}$ using the 1st order compatibility conditions.

Corollary 3.6. Suppose $u \in \mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}$ is the weak solution of the SPDE (2.7). Also assume that $v, f, g$ are deterministic with

$$
v \in H_{X}^{3}, \quad \text { and } \quad f, g \in L_{T}^{2} H_{X}^{2}, \quad \text { and } \quad \frac{d f}{d t}, \frac{d g}{d t} \in L_{T}^{2} L_{X}^{2},
$$

and that the 1 st order compatibility conditions hold for $\left\{v, f, g_{k}\right\}$ :

$$
\left\{\begin{array}{l}
v \in H_{0 X}^{1}, \quad f(0)-\mathcal{A} v \in H_{0 X}^{1},  \tag{2.16}\\
\mathcal{M}_{k} v+g_{k}(0) \in H_{0 X}^{1} \quad \forall k=1,2, \ldots
\end{array}\right.
$$

Then for the weights $\mathcal{R}^{\prime}$ satisfying

$$
\begin{equation*}
\sum_{k} \rho_{k}^{\prime}\left(\left(\lambda_{k}^{(4)} \vee \lambda_{k}^{(2)}\right) C_{1}^{r e g}\right)^{2}<1 \tag{2.17}
\end{equation*}
$$

the weak solution $u \in \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{4}, u_{t} \in \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{2}$ and $u_{t t} \in \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} L_{X}^{2}$ and

$$
\begin{aligned}
& \|u\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{4}}+\left\|u_{t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{2}}+\left\|u_{t t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} L_{X}^{2}} \\
& \quad \leq C\left(\|v\|_{H_{X}^{3}}+\|f\|_{L_{T}^{2} H_{X}^{2}}+\|g\|_{L_{T}^{2} H_{X}^{2}}+\left\|f_{t}\right\|_{L_{T}^{2} L_{X}^{2}}+\left\|g_{t}\right\|_{L_{T}^{2} L_{X}^{2}}\right)
\end{aligned}
$$

Proof. For $\alpha=(0)$, the (deterministic) compatibility conditions hold, and from Theorem 3.4(ii),

$$
\begin{aligned}
& \left\|u_{(0)}\right\|_{L_{T}^{2} H_{X}^{4}}+\left\|u_{(0), t}\right\|_{L_{T}^{2} H_{X}^{2}}+\left\|u_{(0), t t}\right\|_{L_{T}^{2} L_{X}^{2}} \\
& \leq C_{1}^{r e g}\left(\|v\|_{H_{X}^{3}}+\|f\|_{L_{T}^{2} H_{X}^{2}}+\left\|f_{t}\right\|_{L_{T}^{2} L_{X}^{2}}\right) .
\end{aligned}
$$

For $\alpha=\varepsilon_{k}$, since we have assumed the coefficients of $\mathcal{M}_{k}$ to be sufficiently smooth (e.g., at least $\left.W_{X}^{3, \infty}\right)$, so $u_{(0)} \in L_{T}^{2} H_{X}^{4}$ implies that $\mathcal{M}_{k} u_{(0)}+g_{k} \in L_{T}^{2} H_{X}^{2}$, and $u_{(0), t} \in L_{T}^{2} H_{X}^{2}$ implies that $\left(\mathcal{M}_{k} u_{(0)}+g_{k}\right)_{t} \in L_{T}^{2} L_{X}^{2}$. The compatibility conditions for $\left.\left(\mathcal{M}_{k} u_{(0)}+g_{k}\right)\right|_{t=0}=$ $\mathcal{M}_{k} v+g_{k}(0)$ are also satisfied. Again applying Theorem 3.4(ii),

$$
\begin{aligned}
& \left\|u_{\varepsilon_{k}}\right\|_{L_{T}^{2} H_{X}^{4}}+\left\|\left(u_{\varepsilon_{k}}\right)_{t}\right\|_{L_{T}^{2} H_{X}^{2}}+\left\|\left(u_{\varepsilon_{k}}\right)_{t t}\right\|_{L_{T}^{2} L_{X}^{2}} \\
& \leq C_{1}^{r e g}\left(\lambda_{k}^{(4)}\left\|u_{(0)}\right\|_{L_{T}^{2} H_{X}^{4}}+\theta_{k}^{(2)}\|g\|_{L_{T}^{2} H_{X}^{2}}+\lambda_{k}^{(2)}\left\|\left(u_{(0)}\right)_{t}\right\|_{L_{T}^{2} H_{X}^{2}}+\theta_{k}^{(0)}\left\|g_{t}\right\|_{L_{T}^{2} L_{X}^{2}}\right) \\
& \leq\left(C_{1}^{r e g}\right)^{2}\left(\lambda_{k}^{(4)} \vee \lambda_{k}^{(2)}\right) \tilde{\tilde{M}}\left(\|v\|_{H_{X}^{3}}+\|f\|_{L_{T}^{2} H_{X}^{2}}+\left\|f_{t}\right\|_{L_{T}^{2} L_{X}^{2}}+\|g\|_{L_{T}^{2} H_{X}^{2}}+\left\|g_{t}\right\|_{L_{T}^{2} L_{X}^{2}}\right)
\end{aligned}
$$

where $\tilde{\tilde{M}}=\sup _{k}\left\{1 \vee \frac{\left(\mu_{k}^{(2)} \vee \mu_{k}^{(0)}\right)}{\left(\lambda_{k}^{(4)} \vee \lambda_{k}^{(2)}\right) C_{1}^{\text {reg }}}\right\}$. (The remark following Theorem 3.3 applies.)

For $|\alpha| \geq 2$, we have $\mathcal{M}_{k} u_{\alpha-\varepsilon_{k}} \in L_{T}^{2} H_{X}^{2}$ and $\left(\mathcal{M}_{k} u_{\alpha-\varepsilon_{k}}\right)_{t} \in L_{T}^{2} L_{X}^{2}$. The compatibility conditions hold trivially, since $\left.u_{\alpha-\varepsilon_{k}}\right|_{t=0} \equiv 0$ whenever $|\alpha| \geq 2$. The usual computations give the estimates,

$$
\begin{aligned}
& \left\|u_{\alpha}\right\|_{L_{T}^{2} H_{X}^{4}}+\left\|u_{\alpha, t}\right\|_{L_{T}^{2} H_{X}^{2}}+\left\|u_{\varepsilon_{k}, t t}\right\|_{L_{T}^{2} L_{X}^{2}} \\
& \leq C_{1}^{r e g} \tilde{\tilde{M}} \frac{\left(C_{1}^{r e g}\left(\lambda^{(4)} \vee \lambda^{(2)}\right)\right)^{\alpha}|\alpha|!}{\sqrt{\alpha!}} \\
& \quad \times\left(\|v\|_{H_{X}^{3}}+\|f\|_{L_{T}^{2} H_{X}^{2}}+\left\|f_{t}\right\|_{L_{T}^{2} L_{X}^{2}}+\|g\|_{L_{T}^{2} H_{X}^{2}}+\left\|g_{t}\right\|_{L_{T}^{2} L_{X}^{2}}\right) .
\end{aligned}
$$

The weighted norm $\|u\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{4}}<\infty$ provided (2.17) holds.
Due to the lower triangular property of the propagator system, the first order compatibility conditions for the stochastic parabolic equation call for additional conditions on the input data compared to the deterministic case. If the input data is smoother than what is assumed in Corollary 3.6, additional compatibility conditions are required on the derivatives $\left\{D^{\gamma} v, D^{\gamma} f, D^{\gamma} g\right\}$ in order to further increase the spatial regularity of $u, u_{t}$ and $u_{t t}$, even if the boundedness of time derivatives beyond $u_{t t}$ are not needed. Additionally, if the input data is random, similar arguments as Steps 2 and 3 in Theorem 3.3 extend Corollary 3.6 to the random input data case, this time with additional compatibility conditions on the modes $\left\{v_{\alpha}, f_{\alpha}, g_{\alpha}\right\}$. These results are summarized in the following theorem.

Theorem 3.7. Suppose $u \in \mathcal{R}_{\Omega} L_{T}^{2} H_{0 X}^{1}$ is the weak solution of the SPDE (2.7). For fixed $m \geq 2$, also assume that

$$
v \in \overline{\mathcal{R}}_{\Omega} H_{X}^{m+1}, \quad \text { and } \quad f, g \in \overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{m}, \quad \text { and } \quad \frac{d f}{d t}, \frac{d g}{d t} \in \overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{m-2}
$$

and that the compatibility conditions (2.16) hold for $\left\{D^{\gamma} v_{\alpha}, D^{\gamma} f_{\alpha}, D^{\gamma} g_{k, \alpha}\right\}$, for all $\alpha \in \mathcal{J}$, and all indices $\gamma=\left(\gamma_{1}, \ldots, \gamma_{d}\right)$ with $|\gamma| \leq m-2$.

Then for the weights $\mathcal{R}^{\prime}$ satisfying

$$
\begin{equation*}
\sum_{k} q_{k}^{\prime}\left(\left(\lambda_{k}^{(m+2)} \vee \lambda_{k}^{(m)}\right) C_{m}^{r e g}\right)^{2}<1 \quad \text { and } \quad \sum_{k} \frac{q_{k}^{\prime}}{\rho_{k}}<1 \tag{2.18}
\end{equation*}
$$

we have for the weak solution

$$
\begin{equation*}
u \in \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m+2}, \quad u_{t} \in \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m}, \quad u_{t t} \in \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m-2}, \tag{2.19}
\end{equation*}
$$

and

$$
\begin{aligned}
& \|u\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m+2}}+\left\|u_{t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m}}+\left\|u_{t t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m-2}} \\
& \leq C\left(\|v\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{m+1}}+\|f\|_{\overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{m}}+\|g\|_{\overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{m}}+\left\|f_{t}\right\|_{\overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{m-2}}+\left\|g_{t}\right\|_{\overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{m-2}}\right) .
\end{aligned}
$$

## CHAPTER 3

## Error Analysis for the Stochastic Finite Element Method

In this chapter, we study numerical solutions obtained with the stochastic finite element method applied to a parabolic SPDE driven by a multiplicative abstract noise $\dot{W}$,

$$
\begin{align*}
& \frac{d u}{d t}+\mathcal{A} u+\delta_{\dot{W}}(\mathcal{M} u)=f \quad \text { on } D \times(0, T] \\
& \left.u\right|_{\partial D}=0  \tag{3.1}\\
& \left.u\right|_{t=0}=v
\end{align*}
$$

and derive a priori error estimates for the numerical solution. Here, $\mathcal{A}$ is a uniformly elliptic operator and $\mathcal{A}, \mathcal{M}$ take the form

$$
\begin{align*}
& \mathcal{A} u=-\sum_{i, j} D_{i}\left(a^{i j}(x, t) D_{j} u\right)  \tag{3.2}\\
& \mathcal{M}_{k} u=\sum_{i, j} D_{i}\left(\sigma_{k}^{i j}(x, t) D_{j} u\right)
\end{align*}
$$

with $a^{i j}, \sigma_{k}^{i j}$ measurable and uniformly bounded on $\bar{D}$. So, equation 3.1 is a special case of equation 2.7.

The stochastic finite element method combines discretization procedures from the classical finite element theory in numerical analysis with stochastic analysis in order to obtain computable solutions of SPDEs. The variable of randomness is discretized by a Galerkin approximation of the Wiener chaos expansion. This reduces the propagator system to a finite system of deterministic PDE that is then solved using the finite element discretization. Additionally, thanks to the lower triangular property of the propagator system, the stochastic finite element method becomes an iterative procedure of applying the finite element method to each equation in the propagator system recursively. This formulation of the stochastic finite element method for the corresponding stochastic elliptic equation has been described in [65], while the formulation for the parabolic case is essentially the same [44].

An important question to address upon formulating the numerical algorithm is to quantify, a priori, the error of the numerical solution. As a consequence of the discretization
procedures, the numerical error estimates for the elliptic and parabolic problems are comprised of two terms. One term represents the error from the stochastic discretization, while the other term represents the numerical error from the application of the deterministic finite element method to each equation in the truncated propagator system. A feature of the error estimates that carries over from the deterministic theory to the stochastic case is the connection between the spatial regularity of the solution and the order of convergence of the finite element schemes - a smoother solution yields a higher order of convergence for the part of the numerical error coming from the finite element discretization. Moreover, the Malliavin calculus approach turns out to be an indispensable framework for the error analysis of the parabolic equations, because it avails us of the two stochastic adjoint operators, the Malliavin derivative and the Malliavin divergence operators, satisfying the adjoint property (2.5). This provides a tool to investigate the stochastic finite element method in a completely analogous way to the deterministic theory. The main idea brought over from the deterministic theory is the definition of the so-called Ritz projection that comes from the finite element method applied to the corresponding elliptic problem; additionally, where the notion of invoking an adjoint problem is required, the Malliavin calculus provides exactly this tool of a stochastic adjoint problem. In this sense, one may construe this error analysis to be a direct generalization of the deterministic theory to the stochastic case.

However, it should be noted that extensive research on variants of finite element methods, such as $h p$-element methods, has produced highly efficient deterministic solvers. As such, it is frequently the case that the errors incurred by the stochastic finite element method are largely dominated by the error due to the stochastic discretization, rather than the spatial discretization. Nevertheless, it is our hope that the techniques described in this chapter will elucidate a way of using the Malliavin calculus as a framework for direct generalization of the numerical analysis.

Before proceeding, we remark on the wealth of techniques in the literature that has been developed both for the stochastic analysis and numerical analysis of SPDEs. Though the basic conception of the discretization procedure is based on the basic protocols already familiar in the algorithms for deterministic PDE-finite differences, Galerkin approximations, collocation methods, finite element methods, etc.-these methods differ essentially depending on the way stochasticity is modelled in the equations. SPDEs that are essentially
infinite dimensional Itô equations (for example, equations driven by cylindrical Brownian motion) are often treated by transforming the SPDE into an infinite system of SDE and applying the techniques of the usual Itô calculus. Numerical simulation of this type of SPDEs often involves discretizing the SDE system by finite differences in the time component of the Brownian motion increments $[\mathbf{1 3}, \mathbf{2 5}, \mathbf{2 6}, \mathbf{3 3}]$. Stochastic Taylor expansions are used in $[32,36]$ for developing and analyzing high order methods. In problems of Uncertainty Quantification, equations that depend on finite dimensional noise (i.e. perturbation by finite number of random variables) have enjoyed the development of polynomial chaos, generalized polynomial chaos and stochastic collocation methods over the the past decade $[\mathbf{2 2}, \mathbf{2 3}, \mathbf{6 7}-\mathbf{6 9}]$. These methods make use of the Karhunen-Loève expansion, an orthogonal stochastic expansion akin to the Wiener chaos expansion, likewise treating the stochasticity in the equation as independent variables.

Within the realm of finite element methods for stochastic PDE, there has been much literature on the algorithms and analysis for both elliptic and parabolic SPDE. We describe a few studies that bear some connection to our present analysis. Convergence rates of the Wiener-Itô expansions of white noise and the errors from the Galerkin approximations, sans spatial discretization, have been studied in $[\mathbf{7}, \mathbf{1 0}, \mathbf{6 3}]$. In $[\mathbf{3 8}, \mathbf{3 9}]$, the finite element discretization for semilinear parabolic SPDE and linear stochastic wave equation, both with additive noise in the framework of Ito calculus, was studied. For general elliptic SPDEs, the stochastic finite element or stochastic collocation methods have been studied by $[\mathbf{1}-\mathbf{3}, \mathbf{2 1}]$. The white noise functional approach using primarily the Wick product model has been studied by $[8,29,30,52]$, appealing to a similar technique of transforming the SPDE into a deterministic system of PDEs. An analysis in which the existing deterministic finite element theory is extended to the stochastic setting has been studied by $[\mathbf{6 1}, \mathbf{7 0}]$. This idea of extending the deterministic theory turns out to be similar in spirit to our present work.

## 1. Review of the error estimates for the finite element method for deterministic PDE

We first describe the usual finite element set up for solving deterministic PDEs, and briefly review how the error estimates for elliptic and parabolic PDE are derived. The finite element set up will be used directly as the protocol for spatial discretization in the stochastic
finite element method, but beyond that, we will elucidate the principles governing how the deterministic theory is developed, that will become the conception for the subsequent error analysis.
1.1. The finite element approximation. Let $D$ be a domain in $\mathbb{R}^{d}$ with smooth boundary and let $\mathcal{T}_{h}$ be a family of quasi-uniform triangulations on $D$. Let ( $K_{\text {ref }}, \mathcal{P}, \mathcal{N}$ ) be a reference finite element. For $K \in \mathcal{T}_{h}$, let $S_{h}^{K}=\left\{z: z \circ F_{K}^{-1} \in \mathcal{P}\left(K_{\text {ref }}\right)\right\}$ where $F_{K}: K_{r e f} \rightarrow K$ is affine. The finite element space is

$$
S_{h}=\left\{z \in H_{0}^{1}(D):\left.z\right|_{K} \in S_{h}^{K}, K \in \mathcal{T}_{h}\right\}
$$

A property of $S_{h}$ we assume is that there exists $r \geq 2$ such that for $h$ small,

$$
\begin{equation*}
\inf _{z_{h} \in S_{h}}\left\{\left\|v-z_{h}\right\|_{L_{2}}+h\left\|\nabla\left(v-z_{h}\right)\right\|_{L_{2}}\right\} \leq C h^{s}\|v\|_{H^{s}}, \quad \text { for } 1 \leq s \leq r \tag{3.3}
\end{equation*}
$$

whenever $v \in H^{s} \cap H_{0}^{1}[62]$. We also assume that, in particular, $S_{h}$ consists of piecewise polynomials of degree at most $r-1$, so that the inverse inequality holds,

$$
\left\|\nabla z_{h}\right\|_{L^{2}} \leq C h^{-1}\left\|z_{h}\right\|_{L^{2}}, \quad \forall z_{h} \in S_{h}
$$

We denote the finite element basis of $S_{h}$ by $\left\{\Phi_{l}\right\}_{l=1, \ldots, \operatorname{dim} S_{h}}$.
1.2. The finite element method for deterministic PDE. For illustration's sake, we consider a simple parabolic equation, the heat equation on $D$

$$
\begin{aligned}
& u_{t}-\Delta u=f, \quad \text { on } D \\
& \left.u\right|_{\partial D}=0 \\
& u(0, \cdot)=w
\end{aligned}
$$

and the corresponding elliptic problem

$$
\begin{aligned}
& -\Delta U=F, \quad \text { on } D \\
& \left.U\right|_{\partial D}=0
\end{aligned}
$$

We will give an overview of the derivation of the error estimates for the parabolic equation, à la Thomée, which utilizes error estimates for the corresponding elliptic problem as well as utilizes properties of the adjoint problem (which in this case coincides with the elliptic problem, since $\Delta$ is self-adjoint.)

The finite element formulation for the elliptic problem is to find $U_{h} \in S_{h}$ such that

$$
\left(\nabla U_{h}, \nabla \chi\right)=(F, \chi), \quad \forall \chi \in S_{h}
$$

Then the following error estimate obtains, the proof of which is well documented in the literature and is not needed for our purposes.

Theorem 1.1. Assume the solution $U$ of the elliptic problem belongs to $H^{s}$ for some $1 \leq s \leq r$. Then

$$
\left|U_{h}-U\right| \leq C h^{s}\|U\|_{s} \quad \text { and } \quad\left|\nabla U_{h}-\nabla U\right| \leq C h^{s-1}\|U\|_{s} .
$$

Similarly, the finite element formulation for the parabolic equation is to find $u_{h}(t) \in S_{h}$, $t \geq 0$, such that

$$
\left(u_{h, t}, \chi\right)+\left(\nabla u_{h}, \nabla \chi\right)=(f, \chi), \quad \forall \chi \in S_{h}, t>0,
$$

with $u_{h}(0)=w_{h}$, where $w_{h} \in S_{h}$ is some approximation of $w$. This is a semi-discrete formulation where the time variable has not been discretized. We have the error estimate as follows.

Theorem 1.2. Assume the initial condition $w \in H^{r}$, and for simplicity take $w_{h}=R_{h} w$. For the solution $u$ of the parabolic problem, assume that $u, u_{t} \in H^{r}$. Then

$$
\left|u_{h}(t)-u(t)\right| \leq C h^{r}\left(\|u\|_{r}+\left(\int_{0}^{t}\left\|u_{t}\right\|_{r}^{2} d t^{\prime}\right)^{1 / 2}\right), \quad \forall t \geq 0
$$

We will highlight the key ideas of the proof to illustrate how the elliptic error estimates are being used to show the parabolic error estimates. We define the elliptic or Ritz projection $R_{h}: H_{0}^{1} \rightarrow S_{h}$ by

$$
\left(\nabla R_{h} v, \nabla \chi\right)=(\nabla v, \nabla \chi), \quad \forall \chi \in S_{h}
$$

In order words, $R_{h}$ is the finite element approximation operator for the corresponding elliptic problem, which maps an exact solution $v$ of the elliptic problem to the finite element approximation $v_{h}=R_{h} v$. Then, the approximation error can be decomposed into the sum
of two terms,

$$
u_{h}(t)-u(t)=\left(u_{h}(t)-R_{h} u(t)\right)+\left(R_{h} u(t)-u(t)\right)=\theta(t)+\pi(t)
$$

In an obvious way, $\pi(t)$ can be directly estimated using the elliptic error estimates, and in a less direct way, so too can $\theta(t)$ be estimated. Using the definitions of the weak and FE formulations, we can compute

$$
\left(\theta_{t}, \chi\right)+(\nabla \theta, \nabla \chi)=-\left(\pi_{t}, \chi\right), \quad \forall \chi \in S_{h}, t>0
$$

and choosing $\chi=\theta$

$$
\frac{1}{2} \frac{d}{d x}|\theta|^{2}+|\nabla \theta|^{2} \leq\left|\pi_{t}\right||\theta| \leq C\left|\pi_{t}\right|^{2}+C^{\prime}|\theta|^{2}
$$

and the error estimates follow from applying Gronwall's inequality.
The last equation in the sketch of the proof uses the $L_{2}$ duality estimates, $\left|\left(\pi_{t}, \theta\right)\right| \leq$ $\left|\pi_{t}\right||\theta|$, which is a sensible choice since elliptic error estimates provide knowledge of $\left|\pi_{t}\right|$, and which leads to an order of convergence $h^{r}$ matching the norms of both $\left\|u_{t}\right\|_{r}$ and $\left\|u_{t}\right\|_{r}$. However, this manner of estimates does not exploit the structure of the regularity properties of $u, u_{t}, \ldots$ that solutions of parabolic problems possess. An alternative estimate is to use instead the duality pairing between $H^{-1}$ and $H^{1},\left|\left(\pi_{t}, \theta\right)\right| \leq\left\|\pi_{t}\right\|_{-1}\|\theta\|_{1}$. This requires a different set of estimates in the negative norm, but also turns out to yield a higher order of convergence.
1.3. Using the adjoint problem for negative norm estimates. The adjoint problem of the elliptic problem, which in the simple model problem happens to coincide with the elliptic problem itself, is used in a duality argument to yield error estimates in negative order norms. The feature of these estimates is the give-and-take between spatial regularity and order of convergence - one can estimate the error in a lower order Sobolev space in exchange for a higher order of convergence - though such trade-off is quite typical in finite element theory. Subsequently, we will use this to improve the order of convergence of the error estimates for the parabolic problem.

For a nonnegative integer $q$, we define the spaces $H^{-q}(D)$ to be the dual of $H^{q}(D)$ with respect to the inner product in $L^{2}(D)$, with duality pairing $\langle\cdot, \cdot\rangle$. The norm is

$$
\|v\|_{-q}=\sup _{\phi \in H^{q}} \frac{\langle v, \phi\rangle}{\|\phi\|_{q}}
$$

We have the following analogue of the error estimates for the elliptic problem.

Theorem 1.3. Let $U \in H^{s}$ for some $1 \leq s \leq r$. Then

$$
\left\|U_{h}-U\right\|_{-q} \leq C h^{q+s}\|U\|_{s}, \quad \text { for } 0 \leq q \leq r-2 .
$$

To illustrate the duality argument, we give the highlights of the proof. The negative norm in the sense of the sup norm is to be estimated; to this end, for any $\phi \in H^{q}$, consider

$$
\left\langle U_{h}-U, \phi\right\rangle=\left(U_{h}-U,-\Delta \psi\right)=\left(\nabla\left(U_{h}-U\right), \nabla \psi\right)
$$

The existence of $\psi$ is granted by the solution of the adjoint problem $-\Delta \psi=\phi$ with $\left.\psi\right|_{\partial D}=0$, and moreover has the property that $\|\psi\|_{q+2} \leq C\|\phi\|_{q}$ for any $q \geq 0$. Consequently, by orthogonality of the error to $S_{h}$, the approximation property in $S_{h}$, and the elliptic error estimates,

$$
\begin{aligned}
\left|\left\langle U_{h}-U, \phi\right\rangle\right| & =\left|\left(\nabla\left(U_{h}-U\right), \nabla(\psi-\chi)\right)\right| \quad \text { for any } \chi \in S_{h} \\
& \leq C\left\|U_{h}-U\right\|_{1} \inf _{\chi \in S_{h}}\|\psi-\chi\|_{1} \\
& \leq C h^{s-1}\|U\|_{s} \cdot h^{q+1}\|\psi\|_{q+2} \leq C h^{q+s}\|U\|_{s}\|\phi\|_{q}
\end{aligned}
$$

The result follows.
As noted above, the application of the negative norm estimates is to raise the order of convergence for the parabolic problem.

Theorem 1.4. Let $r \geq 3$. Assume $w \in H^{r}$ and for simplicity, take $w_{h}=R_{h} w$. Also assume the compatibility conditions that yield $u(t) \in H^{r+1}, u_{t}(t) \in H^{r-1}$ for a.e. $t \geq 0$. Then

$$
\left|u_{h}(t)-u(t)\right| \leq C h^{r}\left(\|u(t)\|_{r}+\left(\int_{0}^{t}\left\|u_{t}\right\|_{r-1}^{2} d t^{\prime}\right)^{1 / 2}\right)
$$

To prove the theorem, we decompose the error into two terms similar to the previous proof of the parabolic estimates. The difference comes in estimating the term $\theta(t)$ :

$$
\frac{1}{2} \frac{d}{d t}|\theta|^{2}+(\nabla \theta, \nabla \theta) \leq\left\|\pi_{t}\right\|_{-1}\|\theta\|_{1} \leq C\left\|\pi_{t}\right\|_{-1}^{2}+|\nabla \theta|^{2}
$$

Integrating yields the desired estimate for $\theta$. Together with the estimate for $|\pi(t)| \leq$ $C h^{r}\|u\|_{r}$, the result follows.

## 2. The stochastic finite element method formulation

We will formulate the stochastic finite element method for the linear parabolic SPDE (3.1). The stochastic finite element method adopts the same idea as in the deterministic case, by elucidating a finite dimensional stochastic finite element space and casting the weak formulation of the problem into that finite dimensional setting. As with many numerical schemes for SPDE, the stochastic finite element method considered here forms the stochastic finite element space as a tensor product space of the spatial and stochastic variables, to which well-developed discretization techniques for each variable are applied separately: a finite element approximation in the spatial variable and the Galerkin approximation in the stochastic variable. In our analysis, we consider only the semi-discrete case, in that the time variable is kept continuous, thus yielding a system of ODE. The fully discrete scheme can be created by applying a suitable time stepping algorithm to the system of ODE.

Finite element approximation in space. We use the usual finite element set up described in Section 1.1; that is, $S_{h}$ is a finite element space on a family $\mathcal{T}_{h}$ of quasi-uniform triangulations, with the assumption that $S_{h}$ is spanned by the FE basis $\left\{\Phi_{l}\right\}_{l=1, \ldots, \text { dim } S_{h}}$ consisting of piecewise polynomials of degree at most $r-1$.

Galerkin approximation in randomness. Letting

$$
\mathcal{J}_{M, n}:=\{\gamma \in \mathcal{J}:|\gamma| \leq n, \operatorname{dim}(\gamma) \leq M\},
$$

we define the truncated Wiener chaos space

$$
S^{M, n}=\left\{f=\sum_{\gamma \in \mathcal{J}_{M, n}} f_{\gamma} \xi_{\gamma}: f_{\gamma} \in \mathbb{R}\right\} .
$$

$M$ represents the truncation of the white noise to a finite dimension, while $n$ represents the highest polynomial degree of the Hermite polynomials that make up the Cameron-Martin basis.

SFEM formulation. The stochastic finite element method for the parabolic problem is

Find $u_{h}^{M, n} \in S_{h} \otimes S^{M, n}$ such that

$$
\begin{align*}
& \left.\qquad\left\langle\frac{d u_{h}^{M, n}}{d t}, z_{h}\right\rangle\right\rangle_{\mathcal{R}_{\Omega}^{\mp 1} L_{X}^{2}}+\left\langle\left\langle\mathcal{A} u_{h}^{M, n}+\sum_{k=1}^{M} \delta_{\xi_{k}}\left(\mathcal{M}_{k} u_{h}^{M, n}\right), z_{h}\right\rangle\right\rangle_{\mathcal{R}_{\Omega}^{\mp 1} H_{X}^{\mp 1}}  \tag{3.4}\\
& \quad=\left\langle\left\langle f, z_{h}\right\rangle\right\rangle_{\mathcal{R}_{\Omega}^{\mp 1} H_{X}^{\mp 1}} \\
& \text { for all } z_{h} \in S^{M, n} \otimes S_{h}, \text { and for every } t \in[0, T] .
\end{align*}
$$

Denote the numerical solution

$$
u_{h}^{M, n}(x, t)=\sum_{\gamma \in \mathcal{J}_{M, n}} \hat{u}_{\gamma}(x, t) \xi_{\gamma}=\sum_{\gamma \in J_{M, n}} \sum_{l=1}^{\operatorname{dim} S_{h}} \hat{u}_{\gamma, l}(t) \Phi_{l}(x) \xi_{\gamma}
$$

Due to 3.2, solving (3.1) via the SFEM is equivalent to solving each equation in the truncated propagator system via FEM: for $\alpha \in \mathcal{J}_{M, n}$,

$$
\begin{align*}
& \left(\frac{d \hat{u}_{(0)}}{d t}, z_{h}\right)+\boldsymbol{A}\left[\hat{u}_{(0)}, z_{h}\right]=\left\langle f_{(0)}, z_{h}\right\rangle,  \tag{3.5}\\
& \left(\frac{d \hat{u}_{\alpha}}{d t}, z_{h}\right)+\boldsymbol{A}\left[\hat{u}_{\alpha}, z_{h}\right]+\sum_{k=1}^{M} \sqrt{\alpha_{k}}\left(\boldsymbol{M}_{k}\left[\hat{u}_{\alpha-\varepsilon_{k}}, z_{h}\right]\right)=\left\langle f_{\alpha}, z_{h}\right\rangle, \tag{3.6}
\end{align*}
$$

for all $z_{h} \in S_{h}$, with initial conditions $\left.\hat{u}_{\alpha}\right|_{t=0}=\left(v_{h}^{M, n}\right)_{\alpha}$. The bilinear forms $\boldsymbol{A}, \boldsymbol{M}_{k}$ are the bilinear forms associated with $\mathcal{A}, \mathcal{M}_{k}$. Note that by our assumptions, $\boldsymbol{A}$ is coercive and $M_{k}$ is bounded.

The algorithm. Next, we write out the SFEM algorithm explicitly to show the resulting system of ODE. We define the mass and stiffness matrices identically to the usual FEM case, and also a noise matrix arising from the stochastic term:

$$
\mathbb{M}_{l^{\prime} l}^{\text {mass }}=\left(\Phi_{l}, \Phi_{l^{\prime}}\right), \quad \mathbb{M}_{l^{\prime} l}^{s t i f f}=\boldsymbol{A}\left[\Phi_{l}, \Phi_{l^{\prime}}\right], \quad \mathbb{M}_{k ; l^{\prime} l^{n}}^{\text {noise }}=M_{k}\left[\Phi_{l}, \Phi_{l^{\prime}}\right]
$$

The lower triangular discrete propagator system is solved iteratively. Let the vector of coefficients of the solution vector be $\overrightarrow{\hat{u}}_{\gamma}=\left(\hat{u}_{\gamma, 1}, \ldots, \hat{u}_{\gamma, \operatorname{dim} S_{h}}\right)^{T}$. Then, for $\gamma=(0)$,

$$
\mathbb{M}^{\text {mass }}\left(\overrightarrow{\hat{u}}_{(0)}\right)_{t}+\mathbb{M}^{s t i f f} \overrightarrow{\hat{u}}_{(0)}=\vec{f}_{(0)}
$$

and for $|\gamma| \geq 1$,

$$
\mathbb{M}^{\text {mass }}\left(\overrightarrow{\hat{u}}_{\gamma}\right)_{t}+\mathbb{M}^{\text {stiff }} \overrightarrow{\hat{u}}_{\gamma}+\sum_{k} \sqrt{\gamma_{k}}\left(\mathbb{M}^{\text {noise }} \overrightarrow{\hat{u}}_{\gamma-\varepsilon_{k}}+\vec{g}_{k, \gamma-\varepsilon_{k}}\right)=\vec{f}_{\gamma}
$$

where

$$
\begin{aligned}
\vec{f}_{\gamma} & =\left(\left\langle f_{\gamma}, \Phi_{1}\right\rangle, \ldots,\left\langle f_{\gamma}, \Phi_{\operatorname{dim} S_{h}}\right\rangle\right)^{T}, \quad \text { and } \\
\vec{g}_{k, \gamma} & =\left(\left\langle g_{k, \gamma}, \Phi_{1}\right\rangle, \ldots,\left\langle g_{k, \gamma}, \Phi_{\operatorname{dim} S_{h}}\right\rangle\right)^{T} .
\end{aligned}
$$

Remark. We remark that the stochastic finite element formulation for the parabolic problem is identical to the formulation for the corresponding elliptic problem (3.8). For the elliptic problem,

Find $U_{h}^{M, n} \in S_{h} \otimes S^{M, n}$ such that

$$
\begin{equation*}
\left\langle\left\langle\mathcal{A} U_{h}^{M, n}+\sum_{k=1}^{M} \boldsymbol{\delta}_{\xi_{k}}\left(\mathcal{M}_{k} U_{h}^{M, n}\right), z_{h}\right\rangle\right\rangle_{\mathcal{R}_{\Omega}^{\mp 1} H_{X}^{\mp 1}}=\left\langle\left\langle f, z_{h}\right\rangle\right\rangle_{\mathcal{R}_{\Omega}^{\mp 1} H_{X}^{\mp 1}} \tag{3.7}
\end{equation*}
$$

for all $z_{h} \in S^{M, n} \otimes S_{h}$, and for every $t \in[0, T]$.
In this case, the implementation of the algorithm involves defining the stiffness and noise matrices, but not the mass matrix.

## 3. Error analysis for SPDE with time independent operators

We first study (3.1) under the assumption that $\mathcal{A}, \mathcal{M}_{k}$ do not depend on time. In particular, the white noise $\dot{W}(x)$ is restricted to become a purely spatial noise. The main goal of this section is to show the main error estimates for the parabolic problem (3.1) (see Theorem 3.9). This will be achieved by an analogous analysis as the deterministic theory, of going through the elliptic error estimates and adjoint problem. In view of this, we will begin by studying the formal stochastic adjoint problem as well as the negative norm error estimates for the elliptic SPDE, and finally stating and deriving the parabolic estimates.

### 3.1. The corresponding elliptic SPDE and the formal stochastic adjoint

 problem. The corresponding stochastic elliptic problem is$$
\begin{align*}
& \mathcal{A} U+\delta_{\dot{W}}(\mathcal{M} U)=F \quad \text { in } D  \tag{3.8}\\
& \left.U\right|_{\partial D}=0
\end{align*}
$$

where $F \in \overline{\mathcal{R}}_{\Omega} H_{X}^{-1}$. For non-random $F,[49]$ has shown the unique existence of the weak solution $U$ in some $\mathcal{R}_{\Omega} H_{0 X}^{1}$. For arbitrary random $F$, an argument by induction yields the following result.

Theorem 3.1. Let $F \in \overline{\mathcal{R}}_{\Omega} H_{X}^{-1}$. Then there exists a unique weak solution $U$ of (3.8) belonging to $\mathcal{R}_{\Omega} H_{0 X}^{1}$, provided the weights $r_{\alpha}^{2}=\frac{q^{\alpha}}{|\alpha|!}$ satisfy

$$
\begin{equation*}
\sum_{k} q_{k}\left(\lambda_{k} C_{A}^{\text {ellip }}\right)^{2}<1, \quad \text { and } \quad \sum_{k} \frac{q_{k}}{\bar{\rho}_{k}}<1, \tag{3.9}
\end{equation*}
$$

Moreover, we have the bounds

$$
\begin{equation*}
\left\|U_{\alpha}\right\|_{H_{0 X}^{1}} \leq C_{A}^{\text {ellip }} \sqrt{|\alpha|!} \sum_{\beta \leq \alpha}\left\|F_{\alpha-\beta}\right\|_{H_{X}^{-1}} \prod_{k=1}^{\infty}\left(\lambda_{k} C_{A}^{\text {ellip }}\right)^{\beta_{k}} \sqrt{\frac{|\beta|!}{\beta!(\alpha-\beta)!}} . \tag{3.10}
\end{equation*}
$$

We first state a result on the boundedness of the stochastic operator in the LHS of equation (3.8) that will come in handy subsequently.

Lemma 3.2. Let $\chi \in \mathcal{R}_{\Omega} H_{X}^{r} \cap \mathcal{R}_{\Omega} H_{0 X}^{1}, r \geq 1$, where the weights satisfy $\sum_{k} q_{k}\left(\lambda_{k}^{r}\right)^{2}<\infty$. Then there exists $C$ depending only on $\mathcal{R}, \mathcal{A}, \mathcal{M}$ such that

$$
\left\|\mathcal{A} \chi+\delta_{\dot{W}}(\mathcal{M} \chi)\right\|_{\mathcal{R}_{\Omega} H_{X}^{r-2}} \leq C\|\chi\|_{\mathcal{R}_{\Omega} H_{X}^{r}} .
$$

Proof. We show the lemma for $r=1$, for ease of notation; the proof for $r>1$ is identical. By direct computation,

$$
\begin{aligned}
& \left\|\mathcal{A} \chi+\delta_{\dot{W}}(\mathcal{M} \chi)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}^{2}=\sum_{\alpha} r_{\alpha}^{2}\left\|\mathcal{A} \chi_{\alpha}+\sum_{k=1}^{\infty} \sqrt{\alpha_{k}} \mathcal{M}_{k} \chi_{\alpha-\varepsilon_{k}}\right\|_{H_{X}^{-1}}^{2} \\
& \leq \sum_{\alpha} r_{\alpha}^{2}\left(C_{A}^{b}\left\|\chi_{\alpha}\right\|_{H_{0}^{1}}+\sum_{k=1}^{\infty} \sqrt{\alpha_{k}} \lambda_{k}\left\|\chi_{\alpha-\varepsilon_{k}}\right\|_{H_{0}^{1}}\right)^{2} \\
& \leq 2\left(C_{A}^{b}\right)^{2}\|\chi\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2}+\underbrace{2 \sum_{\alpha} r_{\alpha}^{2}\left(\sum_{k=1}^{\infty} \sqrt{\alpha_{k}} \lambda_{k}\left\|\chi_{\alpha-\varepsilon_{k}}\right\|_{H_{0}^{1}}\right)^{2}}_{(*)}
\end{aligned}
$$

where $C_{A}^{b}$ is the constant in $\|\mathcal{A} \phi\|_{H_{X}^{-1}} \leq C_{A}^{b}\|\phi\|_{H^{1}}$, for all $\phi \in H_{0 X}^{1}$. To estimate (*), we apply Jensen's inequality to obtain

$$
\begin{aligned}
(*) & =\sum_{\alpha} r_{\alpha}^{2}\left(\sum_{\substack{k=1 \\
\alpha_{k} \neq 0}}^{\infty} \frac{\alpha_{k}}{|\alpha|} \frac{|\alpha|}{\sqrt{\alpha_{k}}} \lambda_{k}\left\|\chi_{\alpha-\varepsilon_{k}}\right\|_{H_{0}^{1}}\right)^{2} \\
& \leq \sum_{\alpha} \frac{q^{\alpha}}{|\alpha|!} \sum_{\substack{k=1 \\
\alpha_{k} \neq 0}}^{\infty} \frac{\alpha_{k}}{|\alpha|} \frac{|\alpha|^{2}}{\alpha_{k}} \lambda_{k}^{2}\left\|\chi_{\alpha-\varepsilon_{k}}\right\|_{H_{0}^{1}}^{2} \\
& =\sum_{\alpha} \sum_{k} \mathbf{1}_{\left\{\alpha_{k} \neq 0\right\}} q_{k} \lambda_{k}^{2} \frac{q^{\alpha-\varepsilon_{k}}}{(|\alpha|-1)!}\left\|\chi_{\alpha-\varepsilon_{k}}\right\|_{H_{0}^{1}}^{2} \\
& =\sum_{k} q_{k} \lambda_{k}^{2} \sum_{\substack{\alpha \\
\alpha_{k} \neq 0}} r_{\alpha-\varepsilon_{k}}\left\|\chi_{\alpha-\varepsilon_{k}}\right\|_{H_{0}^{1}}^{2}=\left(\sum_{k} q_{k} \lambda_{k}^{2}\right)\|\chi\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2}
\end{aligned}
$$

Hence,

$$
\left\|\mathcal{A} \chi+\delta_{\dot{W}}(\mathcal{M} \chi)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}^{2} \leq 2\left(\left(C_{A}^{b}\right)^{2}+\sum_{k} q_{k} \lambda_{k}^{2}\right)\|\chi\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2} .
$$

Let the operators $\mathcal{A}^{*}, \mathcal{M}_{k}^{*}$ be the formal adjoints of $\mathcal{A}, \mathcal{M}_{k}$, respectively. The formal stochastic adjoint problem of (3.8) is

$$
\begin{align*}
\mathcal{A}^{*} \psi+\mathcal{M}^{*} \cdot \boldsymbol{D}_{\dot{W}} \psi & =\phi \quad \text { on } D  \tag{3.11}\\
\left.\psi\right|_{\partial D} & =0
\end{align*}
$$

for $\phi \in \mathcal{R}_{\Omega}^{-1} H_{X}^{-1}$. Although for our error estimates, we consider only self-adjoint operators $\mathcal{A}, \mathcal{M}_{k}$ of the form (3.2), the results in this section apply to nonself-adjoint operators as well.

By definition, the term $\mathcal{M}^{*} \cdot \boldsymbol{D}_{\dot{W}} \psi$ can be formally written as

$$
\left(\mathcal{M}^{*} \cdot \boldsymbol{D}_{\dot{W}} \psi\right)_{\alpha}=\sum_{k=1}^{\infty} \sqrt{\alpha_{k}+1} \mathcal{M}_{k}^{*} \psi_{\alpha+\varepsilon_{k}}, \quad \text { for } \alpha \in \mathcal{J}
$$

where the infinite sum is interpreted as convergent in an appropriate space. Due to the adjoint property (2.5) between $\boldsymbol{D}_{\dot{W}}$ and $\boldsymbol{\delta}_{\dot{W}}$, we have the adjoint property between the operators

$$
\left\langle\left\langle\chi, \mathcal{A}^{*} \psi+\mathcal{M}^{*} \cdot D_{\dot{W}} \psi\right\rangle\right\rangle_{\mathcal{R}_{\Omega} H_{0 X}^{1}, \mathcal{R}_{\Omega}^{-1} H_{X}^{-1}}=\left\langle\left\langle\mathcal{A} \chi+\delta_{\dot{W}}(\mathcal{M} \chi), \psi\right\rangle\right\rangle_{\mathcal{R}_{\Omega} H_{X}^{-1}, \mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}} .
$$

Definition 3.3. A weak solution of (3.11), with $\phi \in \mathcal{R}_{\Omega}^{-1} H_{X}^{-1}$, is a process $\psi \in$ $\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}$ such that

$$
\left\langle\left\langle\chi, \mathcal{A}^{*} \psi+\mathcal{M}^{*} \cdot D_{\dot{W}} \psi\right\rangle\right\rangle_{\mathcal{R}_{\Omega} H_{0 X}^{1}, \mathcal{R}_{\Omega}^{-1} H_{X}^{-1}}=\langle\langle\chi, \phi\rangle\rangle_{\mathcal{R}_{\Omega} H_{0 X}^{1}, \mathcal{R}_{\Omega}^{-1} H_{X}^{-1}}
$$

for all $\chi \in \mathcal{R}_{\Omega} H_{0 X}^{1}$.

Note that $\left\|U^{*}\right\|_{H_{0}^{1}} \leq C_{A}^{\text {ellip }}\|F\|_{H^{-1}}$ for the solution of $\mathcal{A}^{*} U^{*}=F$, and $\left\|\mathcal{M}_{k}^{*} \phi\right\|_{H^{-1}} \leq$ $\lambda_{k}\|\phi\|_{H_{0}^{1}}$.

Proposition 3.4. Suppose there exists $\left\{\psi_{\alpha}, \alpha \in \mathcal{J}\right\}$ belonging to $H_{0}^{1}$ such that for all $\alpha$,
(i) $\sum_{k=1}^{\infty} \sqrt{\alpha_{k}+1} \mathcal{M}_{k}^{*} \psi_{\alpha+\varepsilon_{k}} \in H_{X}^{-1}$;
(ii) $\mathcal{A}^{*} \psi_{\alpha}+\sum_{k=1}^{\infty} \sqrt{\alpha_{k}+1} \mathcal{M}_{k}^{*} \psi_{\alpha+\varepsilon_{k}}=\phi_{\alpha}$ in the weak sense.

Let the weights $\mathcal{R}$ satisfy

$$
\begin{equation*}
\sum_{k} q_{k}\left(\lambda_{k} C_{A}^{e l l i p}\right)^{2}<\frac{1}{2} \tag{3.12}
\end{equation*}
$$

Then there exists $C$ depending on $\mathcal{R}, \mathcal{A}^{*}, \mathcal{M}^{*}$, such that

$$
\begin{equation*}
\|\psi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}} \leq C\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{-1}} . \tag{3.13}
\end{equation*}
$$

Proof. From the deterministic elliptic estimates,

$$
\left\|\psi_{\alpha}\right\|_{H_{0 X}^{1}} \leq C_{A}^{\text {ellip }}\left(\left\|\phi_{\alpha}\right\|_{H^{-1}}+\sum_{k} \sqrt{\alpha_{k}+1}\left\|\mathcal{M}_{k}^{*} \psi_{\alpha+\varepsilon_{k}}\right\|_{H^{-1}}\right)
$$

So

$$
\begin{aligned}
\sum_{\alpha} r_{\alpha}^{-2}\left\|\psi_{\alpha}\right\|_{H_{0 X}^{1}}^{2} \leq & 2\left(C_{A}^{\text {ellip }}\right)^{2} \sum_{\alpha} r_{\alpha}^{-2}\left\|\phi_{\alpha}\right\|_{H^{-1}}^{2} \\
& +2 \sum_{\alpha}\left(C_{A}^{\text {ellip }}\right)^{2}\left(\sum_{k} r_{\alpha}^{-1} \sqrt{\alpha_{k}+1} \lambda_{k}\left\|\psi_{\alpha+\varepsilon_{k}}\right\|_{H_{0 X}^{1}}\right)^{2}
\end{aligned}
$$

In the second term,

$$
\begin{aligned}
& \left(C_{A}^{\text {ellip }}\right)^{2}\left(\sum_{k} r_{\alpha}^{-1} \sqrt{\alpha_{k}+1} \lambda_{k}\left\|\psi_{\alpha+\varepsilon_{k}}\right\|_{H_{0 X}^{1}}\right)^{2} \\
& =\left(\sum_{k} \frac{\sqrt{|\alpha|!}}{q^{\alpha / 2}} \frac{\sqrt{|\alpha|+1}}{q_{k}^{1 / 2}} \sqrt{\frac{\alpha_{k}+1}{|\alpha|+1}} q_{k}^{1 / 2} \lambda_{k} C_{A}^{\text {ellip }}\left\|\psi_{\alpha+\varepsilon_{k}}\right\|_{H_{0}^{1}}\right)^{2} \\
& \leq\left(\sum_{k} r_{\alpha+\varepsilon_{k}}^{-2}\left\|\psi_{\alpha+\varepsilon_{k}}\right\|_{H_{0}^{1}}^{2} \frac{\alpha_{k}+1}{|\alpha|+1}\right)\left(\sum_{k} q_{k}\left(\lambda_{k} C_{A}^{\text {ellip }}\right)^{2}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
& \sum_{\alpha} \sum_{k} r_{\alpha+\varepsilon_{k}}^{-2}\left\|\psi_{\alpha+\varepsilon_{k}}\right\|_{H_{0}^{1}}^{2} \frac{\alpha_{k}+1}{|\alpha|+1} \\
& =\sum_{k} \sum_{\beta: \beta_{k} \neq 0} r_{\beta}^{-2}\left\|\psi_{\beta}\right\|_{H_{0}^{1}}^{2} \frac{\beta_{k}}{|\beta|}=\sum_{\beta} \sum_{k} \frac{\beta_{k}}{|\beta|} r_{\beta}^{-2}\left\|\psi_{\beta}\right\|_{H_{0}^{1}}^{2}=\|\psi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}}^{2}
\end{aligned}
$$

Hence,

$$
\left(1-2\left(\sum_{k} q_{k}\left(\lambda_{k} C_{A}^{e l l i p}\right)^{2}\right)\right)\|\psi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}}^{2} \leq 2\left(C_{A}^{\text {ellip }}\right)^{2}\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{-1}}^{2}
$$

The estimate follows from the condition (3.12).

Theorem 3.5. There exists a weak solution $\psi \in \mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}$ to the adjoint problem (3.11) satisfying (3.13), provided (3.12) holds.

Proof. The weak solution is constructed via the usual Galerkin approach. Fix an integer $p$, and let $\phi^{p}:=\sum_{|\alpha| \leq p} \phi_{\alpha} \xi_{\alpha}$. We will first construct the weak solution $\psi^{p}$ of

$$
\begin{equation*}
\mathcal{A}^{*} \psi^{p}+\mathcal{M}^{*} \cdot \boldsymbol{D}_{\dot{W}} \psi^{p}=\phi^{p} . \tag{3.14}
\end{equation*}
$$

Let $\psi_{\alpha}^{p}=0$ if $|\alpha|>p$. For $|\alpha|=p$, define $\psi_{\alpha}^{p}$ by the solution of $\mathcal{A}^{*} \psi_{\alpha}^{p}=\phi_{\alpha}$. For $|\alpha|<p$,

$$
\mathcal{A}^{*} \psi_{\alpha}^{p}=\phi_{\alpha}-\sum_{k=1}^{\infty} \sqrt{\alpha_{k}+1} \mathcal{M}_{k}^{*} \psi_{\alpha+\varepsilon_{k}}^{p} .
$$

The solvability of the equation for $|\alpha|=p$ follows from the usual deterministic theory, and

$$
\left\|\psi_{\alpha}^{p}\right\|_{H_{0}^{1}} \leq C_{A}\left\|\phi_{\alpha}\right\|_{H^{-1}}
$$

The solvability of the equation for $|\alpha|<p$ requires that $\sum_{k} \sqrt{\alpha_{k}+1} \mathcal{M}_{k}^{*} \psi_{\alpha+\varepsilon_{k}}^{p}$ belongs to $H_{X}^{-1}$, which we now verify.

Denote by $\Phi_{\alpha}^{(i)}$ the quantity

$$
\left(\Phi_{\alpha}^{(i)}\right)^{2}=\sum_{k_{1}, \ldots, k_{i}=1}^{\infty} r_{\alpha+\varepsilon_{k_{1}}+\cdots+\varepsilon_{k_{i}}}^{-2}\left\|\phi_{\alpha+\varepsilon_{k_{1}}+\cdots+\varepsilon_{k_{i}}}\right\|_{H^{-1}}^{2} \prod_{j=1}^{i} \frac{\left(\alpha+\varepsilon_{k_{1}}+\cdots+\varepsilon_{k_{j-1}}\right)_{k_{j}}+1}{|\alpha|+j}
$$

Clearly, $\Phi_{\alpha}^{(i)}<\infty$. If $|\alpha|=p-l$, for $l=1, \ldots, p$, it is easy to show by induction on $l$ that

$$
\left\|\psi_{\alpha}^{p}\right\|_{H_{0}^{1}} \leq C_{A}^{\text {ellip }}\left(\left\|\phi_{\alpha}\right\|_{H^{-1}}+r_{\alpha}^{-1} \sqrt{(l-1)!} \sum_{i=1}^{l} 2^{i / 2} \hat{q}^{i / 2} \Phi_{\alpha}^{(i)}\right)
$$

where $\hat{q}=\sum_{k} q_{k}\left(\lambda_{k} C_{A}^{\text {ellip }}\right)^{2}$, and hence

$$
r_{\alpha}^{-2}\left\|\sum_{k} \sqrt{\alpha_{k}+1} \mathcal{M}_{k}^{*} \psi_{\alpha+\varepsilon_{k}}^{p}\right\|_{H^{-1}}^{2} \leq(l-1)!\sum_{i=1}^{l} 2^{i} \hat{q}^{i} \Phi_{\alpha}^{(i)}<\infty .
$$

This verifies that $\sum_{k} \sqrt{\alpha_{k}+1} \mathcal{M}_{k}^{*} \psi_{\alpha+\varepsilon_{k}}^{p} \in H^{-1}$, and hence $\psi^{p}:=\sum_{\alpha} \psi_{\alpha}^{p} \xi_{\alpha}$ is well-defined.
By construction, $\psi^{p}$ solves equation (3.14). Moreover, by similar calculations as Proposition 3.4,

$$
\begin{aligned}
\left(1-2\left(\sum_{k} q_{k}\left(\lambda_{k} C_{A}^{\text {ellip }}\right)^{2}\right)\right)\left\|\psi^{p}\right\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}}^{2} & \leq 2\left(C_{A}^{\text {ellip }}\right)^{2}\left\|\phi^{p}\right\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{-1}}^{2} \\
& \leq 2\left(C_{A}^{\text {ellip }}\right)^{2}\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{-1}}^{2}
\end{aligned}
$$

and by (3.12), the sequence $\psi^{p}$ is uniformly bounded in $\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}$. Thus, there exists a weakly converging subsequence, say, with abuse of notation, $\psi^{p} \rightharpoonup \psi$ weakly in $\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}$.

Fix an arbitrary $\chi \in \mathcal{R}_{\Omega} H_{0 X}^{1}$. From Lemma 3.2, $F:=\mathcal{A} \chi+\delta_{\dot{W}}(\mathcal{M} \chi)$ belongs to $\mathcal{R}_{\Omega} H_{X}^{-1}$. Then

$$
\begin{gathered}
\left\langle\left\langle\mathcal{A}^{*} \psi+\mathcal{M}^{*} \cdot \boldsymbol{D}_{\dot{W}} \psi, \chi\right\rangle\right\rangle=\left\langle\left\langle\psi, \mathcal{A} \chi+\delta_{\dot{W}}(\mathcal{M} \chi)\right\rangle\right\rangle=\lim _{p \rightarrow \infty}\left\langle\left\langle\psi^{p}, F\right\rangle\right\rangle \\
=\lim _{p \rightarrow \infty}\left\langle\left\langle\mathcal{A}^{*} \psi^{p}+\mathcal{M}^{*} \cdot \boldsymbol{D}_{\dot{W}} \psi^{p}, \chi\right\rangle\right\rangle=\lim _{p \rightarrow \infty}\left\langle\left\langle\phi^{p}, \chi\right\rangle\right\rangle=\langle\langle\phi, \chi\rangle .
\end{gathered}
$$

By definition, the solution $\psi$ satisfies the hypothesis of Proposition 3.4, hence the estimate (3.13) holds.

Remark. Higher spatial regularity results follow as usual from the corresponding deterministic results for each equation in the propagator. In a similar fashion to the proof of

Theorem 3.5, one can obtain higher regularity estimates such as

$$
\|\psi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{r}} \leq C\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{r-2}}
$$

for $r \geq 1$, if $\phi \in \mathcal{R}_{\Omega}^{-1} H_{X}^{r-2}$, and if the boundary $\partial D$ and the coefficients of $\mathcal{A}, \mathcal{M}_{k}$ are sufficiently smooth.
3.2. Error estimates for the corresponding elliptic SPDE. An extension of [65] to random forcing terms yields the following result for the approximation error of the SFEM approximation $U_{h}^{M, n}$ of equation (3.8).

Theorem 3.6. Suppose $U \in \mathcal{R}_{\Omega} H_{0 X}^{1} \cap \mathcal{R}_{\Omega} H_{X}^{m+1}$, where the weights satisfy

$$
\begin{equation*}
\sum_{k} q_{k}\left(\lambda_{k} C_{A}^{\text {ellip }}\right)^{2}<\frac{1}{2}, \quad \text { and } \quad \sum_{k} \frac{q_{k}}{\bar{\rho}_{k}}<\frac{1}{2} . \tag{3.15}
\end{equation*}
$$

Then the error of approximation of the stochastic finite element method is given by

$$
\begin{equation*}
\left\|U-U_{h}^{M, n}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}} \leq C_{M, n} h^{m}\|U\|_{\mathcal{R}_{\Omega} H_{X}^{m+1}}+C\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}} Q_{M, n}(\mathcal{R}, \overline{\mathcal{R}}) \tag{3.16}
\end{equation*}
$$

Here, $C_{M, n}$ can be taken as

$$
C_{M, n}=C^{\prime}\binom{M+n}{M}
$$

and the constants $C, C^{\prime}$ are independent of $h, M, n$. The term

$$
Q_{M, n}(\mathcal{R}, \overline{\mathcal{R}})=\sqrt{\frac{\hat{Q}_{W}}{(1-\hat{Q})^{2}}+\frac{\hat{Q}^{n+1}}{1-\hat{Q}}}
$$

where

$$
\hat{Q}=\sum_{k \geq 1} q_{k}\left(\lambda_{k} C_{A}^{\text {ellip }}\right)^{2}+\frac{q_{k}}{\bar{\rho}_{k}}<1, \quad \text { and } \quad \hat{Q}_{W}=\sum_{k>M} q_{k}\left(\lambda_{k} C_{A}^{\text {ellip }}\right)^{2}+\frac{q_{k}}{\bar{\rho}_{k}} .
$$

Proof. The first part of this proof closely follows the proof in [65]. Denote the numerical solution by $U_{h}^{M, n}=\sum_{\alpha \in \mathcal{J}_{M, p}} \hat{U}_{\alpha} \xi_{\alpha}$. We decompose the approximation error into two components,

$$
\begin{aligned}
\left\|U-U_{h}^{M, n}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2} & =\sum_{\alpha \in \mathcal{J}_{M, p}}\left\|U_{\alpha}-\hat{U}_{\alpha}\right\|_{H_{X}^{1}}^{2} r_{\alpha}^{2}+\sum_{\alpha \in \mathcal{J} \backslash \mathcal{J}_{M, p}}\left\|U_{\alpha}\right\|_{H_{X}^{1}}^{2} r_{\alpha}^{2} \\
& =: I_{1}+I_{2}
\end{aligned}
$$

For Term $I_{1}$, we use the definitions of the weak and numerical solution for each equation in the propagator system,

$$
\left\langle\mathcal{A} \hat{U}_{\alpha}+\sum_{k=1}^{M} \sqrt{\alpha_{k}} \mathcal{M}_{k} \hat{U}_{\alpha-\epsilon_{k}} v_{h}\right\rangle=\left\langle f_{\alpha}, v_{h}\right\rangle=\left\langle\mathcal{A} U_{\alpha}+\sum_{k=1}^{M} \sqrt{\alpha_{k}} \mathcal{M}_{k} U_{\alpha-\epsilon_{k}} v_{h}\right\rangle
$$

for all $v_{h} \in S_{h}$. Note that we are assuming complete knowledge of the forcing term $F$. An application of the approximation techniques in the classical finite element theory yields, (see the Online Supplementary Material of [65] for details),

$$
\begin{equation*}
\left\|U_{\alpha}-\hat{U}_{\alpha}\right\|_{H_{X}^{1}} \leq \hat{C}_{A} \inf _{v_{h} \in S_{h}}\left\|U_{\alpha}-v_{h}\right\|_{H_{X}^{1}}+\sum_{k=1}^{M} \sqrt{\alpha_{k}} C_{k}\left\|U_{\alpha-\varepsilon_{k}}-\hat{U}_{\alpha-\varepsilon_{k}}\right\|_{H_{X}^{1}} \tag{3.17}
\end{equation*}
$$

where $\hat{C}_{A}=\left(1+C_{A}^{b} C_{A}^{\text {ellip }}\right)$ and $C_{k}:=\lambda_{k} C_{A}^{\text {ellip }}$. By induction,

$$
\begin{equation*}
\left\|U_{\alpha}-\hat{U}_{\alpha}\right\|_{H_{X}^{1}} \leq \hat{C}_{A} \sum_{\beta \leq \alpha} c_{\alpha, \beta} \inf _{v_{h} \in S_{h}}\left\|U_{\beta}-v_{h}\right\|_{H_{X}^{1}} \tag{3.18}
\end{equation*}
$$

where $c_{\alpha, \beta}$ are constants depending on $\alpha, \beta$. The following Lemma gives a possible choice for $c_{\alpha, \beta}$.

Lemma 3.7. Denote $\vec{C}=\left(C_{1}, C_{2}, \ldots\right)$. Then the constants $c_{\alpha, \beta}$ in (3.18) may be taken as

$$
c_{\alpha, \beta}=\frac{|\alpha-\beta|!}{\sqrt{(\alpha-\beta)!}} \sqrt{\binom{\alpha}{\beta}} \vec{C}^{\alpha-\beta}
$$

Proof. This is done by induction. Suppose

$$
\left\|U_{\gamma}-\hat{U}_{\gamma}\right\|_{H_{X}^{1}} \leq \hat{C}_{A} \sum_{\beta \leq \gamma} c_{\gamma, \beta} \inf _{v_{h} \in S_{h}}\left\|U_{\beta}-v_{h}\right\|_{H_{X}^{1}}
$$

for all $|\gamma| \leq n-1, \operatorname{dim} \gamma \leq M$. Let $|\alpha|=n$. Then the second term on the RHS of (3.17) is

$$
\begin{aligned}
& \sum_{k=1}^{M} \sqrt{\alpha_{k}} C_{k}\left\|U_{\alpha-\varepsilon_{k}}-\hat{U}_{\alpha-\varepsilon_{k}}\right\|_{H_{X}^{1}} \\
& =\hat{C}_{A} \sum_{k=1}^{M} \sqrt{\alpha_{k}} C_{k} \sum_{\beta \leq \alpha-\varepsilon_{k}} c_{\alpha-\varepsilon_{k}, \beta} \inf _{v_{h} \in S_{h}}\left\|U_{\beta}-v_{h}\right\|_{H_{X}^{1}} \\
& =\hat{C}_{A} \sum_{k=1}^{M} \sqrt{\alpha_{k}} \sum_{\beta \leq \alpha-\varepsilon_{k}} \frac{|\alpha-1-\beta|!}{\sqrt{\left(\alpha-\varepsilon_{k}-\beta\right)!}} \sqrt{\binom{\alpha-\varepsilon_{k}}{\beta}} \vec{C}^{\alpha-\beta} \inf _{v_{h} \in S_{h}}\left\|U_{\beta}-v_{h}\right\|_{H_{X}^{1}}
\end{aligned}
$$

$$
\begin{aligned}
& =\hat{C}_{A} \sum_{\substack{k=1 \\
\alpha_{k} \neq 0}}^{M} \sum_{\beta \leq \alpha-\varepsilon_{k}} \frac{|\alpha-1-\beta|!}{\sqrt{(\alpha-\beta)!}} \sqrt{\binom{\alpha}{\beta}}\left(\alpha_{k}-\beta_{k}\right) \vec{C}^{\alpha-\beta} \inf _{v_{h} \in S_{h}}\left\|U_{\beta}-v_{h}\right\|_{H_{X}^{1}} \\
& \leq \hat{C}_{A} \sum_{\substack{k=1 \\
\alpha_{k} \neq 0}}^{M} \sum_{\beta<\alpha} \frac{|\alpha-1-\beta|!}{\sqrt{(\alpha-\beta)!}} \sqrt{\binom{\alpha}{\beta}}\left(\alpha_{k}-\beta_{k}\right) \vec{C}^{\alpha-\beta} \inf _{v_{h} \in S_{h}}\left\|U_{\beta}-v_{h}\right\|_{H_{X}^{1}} \\
& =\hat{C}_{A} \sum_{\beta<\alpha} \sum_{\substack{k=1 \\
\alpha_{k} \neq 0}}^{M}\left(\alpha_{k}-\beta_{k}\right) \frac{|\alpha-1-\beta|!}{\sqrt{(\alpha-\beta)!}} \sqrt{\binom{\alpha}{\beta}} \vec{C}^{\alpha-\beta} \inf _{v_{h} \in S_{h}}\left\|U_{\beta}-v_{h}\right\|_{H_{X}^{1}} \\
& =\hat{C}_{A} \sum_{\beta<\alpha} \frac{|\alpha-\beta|!}{\sqrt{(\alpha-\beta)!}} \sqrt{\binom{\alpha}{\beta}} \vec{C}^{\alpha-\beta} \inf _{v_{h} \in S_{h}}\left\|U_{\beta}-v_{h}\right\|_{H_{X}^{1}} \\
& =\hat{C}_{A} \sum_{\beta<\alpha} c_{\alpha, \beta} \inf _{v_{h} \in S_{h}}\left\|U_{\beta}-v_{h}\right\|_{H_{X}^{1}}
\end{aligned}
$$

Hence,

$$
\begin{aligned}
\left\|U_{\alpha}-\hat{U}_{\alpha}\right\|_{H_{X}^{1}} & \leq \hat{C}_{A} \inf _{v_{h} \in S_{h}}\left\|U_{\alpha}-v_{h}\right\|_{H_{X}^{1}}+\sum_{k=1}^{M} \sqrt{\alpha_{k}} C_{k}\left\|U_{\alpha-\varepsilon_{k}}-\hat{U}_{\alpha-\varepsilon_{k}}\right\|_{H_{X}^{1}} \\
& \leq \hat{C}_{A} \sum_{\beta \leq \alpha} c_{\alpha, \beta} \inf _{v_{h} \in S_{h}}\left\|U_{\beta}-v_{h}\right\|_{H_{X}^{1}} .
\end{aligned}
$$

From Lemma 3.7 and denoting the constant in (3.3) by $C_{F E}$, we obtain

$$
\begin{aligned}
& \left\|U_{\alpha}-\hat{U}_{\alpha}\right\|_{H_{X}^{1}}^{2} r_{\alpha}^{2} \leq h^{2 m} C_{F E}^{2} \hat{C}_{A}^{2}\left(\sum_{\beta \leq \alpha} c_{\alpha, \beta}\left\|U_{\beta}\right\|_{H^{m+1}} r_{\alpha}\right)^{2} \\
& \leq h^{2 m} C_{F E}^{2} \hat{C}_{A}^{2}\left(\sum_{\beta \leq \alpha} \frac{r_{\alpha}^{2}}{r_{\beta}^{2}} c_{\alpha, \beta}^{2}\right)\left(\sum_{\beta \leq \alpha} r_{\beta}^{2}\left\|U_{\beta}\right\|_{H_{X}^{m+1}}^{2}\right) \\
& \leq h^{2 m} C_{F E}^{2} \hat{C}_{A}^{2}\left(\sum_{\beta \leq \alpha}\left(|\alpha|{ }^{|\alpha|}|\beta|\right)^{-1} r_{\alpha-\beta}^{2} c_{\alpha, \beta}^{2}\right)\|U\|_{\mathcal{R}_{\Omega} H_{X}^{m+1}}^{2}
\end{aligned}
$$

So

$$
\sum_{\alpha \in \mathcal{J}_{M, p}}\left\|U_{\alpha}-\hat{U}_{\alpha}\right\|_{H_{X}^{1}}^{2} r_{\alpha}^{2} \leq h^{2 m} C_{F E}^{2} \hat{C}_{A}^{2}\|U\|_{\mathcal{R}_{\Omega} H_{X}^{m+1}}^{2} \underbrace{\left(\sum_{\alpha \in \mathcal{J}_{M, p}} \sum_{\beta \leq \alpha}\binom{|\alpha|}{|\beta|}^{-1} r_{\alpha-\beta}^{2} c_{\alpha, \beta}^{2}\right)}_{(*)}
$$

To estimate $(*)$, since $\binom{\alpha \alpha}{\beta \mid}^{-1}\binom{\alpha}{\beta}<1$ due to Lemma 1.3,

$$
\begin{aligned}
(*) & =\sum_{\alpha \in \mathcal{J}_{M, p}} \sum_{\beta \leq \alpha}\binom{|\alpha|}{|\beta|}^{-1} r_{\alpha-\beta}^{2} \frac{\left.|\alpha-\beta|\right|^{2}}{(\alpha-\beta)!}\binom{\alpha}{\beta} \vec{C}^{2(\alpha-\beta)} \\
& \leq \sum_{\alpha \in \mathcal{J}_{M, p}} \sum_{\beta \leq \alpha}\left(q^{2} \vec{C}^{2}\right)^{\alpha-\beta} \frac{|\alpha-\beta|!}{(\alpha-\beta)!} \\
& =\sum_{\beta \in \mathcal{J}_{M, p}} \sum_{\substack{\alpha \geq \beta \\
\alpha \in \mathcal{J}_{M, p}}}\left(q^{2} \vec{C}^{2}\right)^{\beta} \frac{|\beta|!}{\beta!} \\
& =\sum_{\beta \in \mathcal{J}_{M, p}}\left(q^{2} \vec{C}^{2}\right)^{\beta} \frac{|\beta|!}{\beta!} \times\left(\#\left\{\alpha \in \mathcal{J}_{M, p}: \alpha \geq \beta\right\}\right) \\
& =\sum_{n=0}^{p} \sum_{\substack{|\beta|=n \\
\text { dim } \\
\beta \leq M}}\left(q^{2} \vec{C}^{2}\right)^{\beta} \frac{n!}{\beta!} \times\left(\binom{M+p}{M}-\frac{2^{n}}{\beta!}\right) \\
& \leq\binom{ M+p}{M} \sum_{n=0}^{p}[q]_{\leq M}^{n} \leq\binom{ M+p}{M} \frac{1}{1-\hat{q}}
\end{aligned}
$$

where $[q]_{\leq M}:=\sum_{k=1}^{M} q_{k}^{2} C_{k}^{2}=\hat{q}-\hat{q}_{W}$. This gives the first term in the RHS of (3.16).
For term $I_{2}$, we recall the estimates (3.10). We decompose the sum in Term $I_{2}$ into

$$
\sum_{\alpha \in \mathcal{J} \backslash \mathcal{J}_{M, p}}=\sum_{n=0}^{p} \sum_{i=0}^{n-1} \sum_{\substack{\left|\alpha^{(1)}\right|=i \\\left|\alpha^{(2)}\right|=n-i}}+\sum_{n=p+1}^{\infty} \sum_{i=0}^{n} \sum_{\substack{\left|\alpha^{(1)}\right|=i \\\left|\alpha^{(2)}\right|=n-i}} .
$$

Consider the innermost sum

$$
\begin{aligned}
& \sum_{\substack{\left|\alpha^{(1)}\right|=i \\
\left|\alpha^{(2)}\right|=n-i}}\left\|U_{\alpha}\right\|_{H_{X}^{1}}^{2} r_{\alpha}^{2} \leq \sum_{\substack{\left|\alpha^{(1)}\right|=i \\
\left|\alpha^{(2)}\right|=n-i}}\left(C_{A}^{\text {ellip }}\right)^{2} q^{\alpha}\left(\sum_{\beta \leq \alpha}\left\|F_{\alpha-\beta}\right\|_{H_{X}^{-1}} \vec{C}^{\beta} \sqrt{\frac{|\beta|!}{\beta!(\alpha-\beta)!}}\right)^{2} \\
& \leq\left(C_{A}^{e l l i p}\right)^{2} \sum_{\substack{\left|\alpha^{(1)}\right|=i \\
\left|\alpha^{(2)}\right|=n-i}} q^{\alpha}\left(\sum_{\beta \leq \alpha} \bar{r}_{\alpha-\beta}^{2}\left\|F_{\alpha-\beta}\right\|_{H_{X}^{-1}}^{2}\right)\left(\sum_{\beta \leq \alpha} \bar{r}_{\alpha-\beta}^{-2} \vec{C}^{2 \beta} \frac{|\beta|!}{\beta!(\alpha-\beta)!}\right) \\
& \leq\left(C_{A}^{e l l i p}\right)^{2}\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}}^{2} \sum_{\substack{\left|\alpha^{(1)}\right|=i \\
\left|\alpha^{(2)}\right|=n-i}} \sum_{\beta \leq \alpha}\left(q \vec{C}^{2}\right)^{\beta}\left(\frac{q}{\bar{\rho}}\right)^{\alpha-\beta} \frac{|\beta|!|\alpha-\beta|!}{\beta!(\alpha-\beta)!} \\
& =\left(C_{A}^{e l l i p}\right)^{2}\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}}^{2} \sum_{k=0}^{i} \sum_{l=0}^{n-i} \sum_{\substack{\left|\beta^{(1) \mid=k}\\
\right| \beta^{(2)} \mid=l}} \sum_{\left\lvert\, \begin{array}{l}
\left|\gamma^{(2)}\right|=n-i-l \\
\mid(1)=i-k \\
\hline
\end{array}\right.}\left(q \vec{C}^{2}\right)^{\beta}\left(\frac{q}{\bar{\rho}}\right)^{\alpha-\beta} \frac{|\beta|!|\alpha-\beta|!}{\beta!(\alpha-\beta)!}
\end{aligned}
$$

We introduce the notation, for $\rho=\left(\rho_{1}, \rho_{2}, \ldots\right)$,

$$
[\rho]_{\leq M}=\sum_{k=1}^{M} \rho_{k}, \quad[\rho]_{>M}=\sum_{k=M+1}^{\infty} \rho_{k} .
$$

Then

$$
\begin{aligned}
& \sum_{\substack{|\alpha(1)|=i \\
\left|\alpha^{(2)}\right|=n-i}}\left\|U_{\alpha}\right\|_{H_{X}^{1}}^{2} r_{\alpha}^{2} \\
\leq & \left(C_{A}^{e l l i p}\right)^{2}\|F\|_{\overrightarrow{\mathcal{R}}_{\Omega} H_{X}^{-1}}^{2} \sum_{k=0}^{i} \sum_{l=0}^{n-i}\left[q \vec{C}^{2}\right]_{\leq M}^{k}\left[q \vec{C}^{2}\right]_{>M}^{l}\binom{k+l}{k}\left[\frac{q}{\bar{\rho}}\right]_{\leq M}^{i-k}\left[\frac{q}{\bar{\rho}}\right]_{>M}^{n-i-l}\binom{n-k-l}{i-k} \\
\leq & \left(C_{A}^{e l l i p}\right)^{2}\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}}^{2}\binom{n}{i}\left(\left[q \vec{C}^{2}\right]_{\leq M}+\left[\frac{q}{\bar{\rho}}\right]_{\leq M}\right)^{i}\left(\left[q \vec{C}^{2}\right]_{>M}+\left[\frac{q}{\bar{\rho}}\right]_{>M}\right)^{n-i}
\end{aligned}
$$

The rest of the proof proceeds identically to the proof in [65], and we obtain the second term in the RHS of (3.16).

Remark. Define the (Ritz) projection $\Pi_{h}^{M, n}: \overline{\mathcal{R}}_{\Omega} H_{0 X}^{1} \rightarrow S_{h} \otimes S^{M, n}$ as the stochastic finite element approximation operator for the stochastic elliptic problem (3.8). More precisely, for $U \in \overline{\mathcal{R}}_{\Omega} H_{0 X}^{1}$, the projection $\Pi_{h}^{M, n} U$ is the stochastic finite element method's solution of the elliptic SPDE (3.8), satisfying

$$
\begin{equation*}
\left\langle\left\langle\mathcal{A} U+\sum_{k=1}^{M} \boldsymbol{\delta}_{\xi_{k}}\left(\mathcal{M}_{k} U\right), z\right\rangle\right\rangle=\left\langle\left\langle\mathcal{A}\left(\Pi_{h}^{M, n} U\right)+\sum_{k=1}^{M} \boldsymbol{\delta}_{\xi_{k}}\left(\mathcal{M}_{k}\left(\Pi_{h}^{M, n} U\right)\right), z\right\rangle\right\rangle \tag{3.19}
\end{equation*}
$$

for all $z \in S_{h} \otimes S^{M, n}$. Due to Lemma 3.2, $F:=\mathcal{A} U+\delta_{\dot{W}}(\mathcal{M} U) \in \overline{\mathcal{R}}_{\Omega} H_{0 X}^{1}$, and in view of 3.6, the estimates (3.16) hold with $U_{h}^{M, n}=\Pi_{h}^{M, n} U$. This also implies that $\Pi_{h}^{M, n}$ is a continuous linear map from $\mathcal{R}_{\Omega} H_{0 X}^{1}$ into itself.

We will also need error estimates in the $L_{2}(D)$ and $H^{-1}(D)$ norms.

Proposition 3.8. Under the same assumptions as Theorem 3.6, the error of approximation of the SFEM has the bounds

$$
\begin{equation*}
\left\|U-U_{h}^{M, n}\right\|_{\mathcal{R}_{\Omega} H_{X}^{1-k}} \leq C_{M, n} h^{m+k}\|U\|_{\mathcal{R}_{\Omega} H_{X}^{m+1}}+C\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}} Q_{M, n}(\mathcal{R}, \overline{\mathcal{R}}) \tag{3.20}
\end{equation*}
$$

for $k=1,2$.

Proof. As in the proof of Theorem 3.6,

$$
U-U_{h}^{M, p}=\sum_{\alpha \in \mathcal{J}_{M, p}}\left(U_{\alpha}-\hat{U}_{\alpha}\right) \xi_{\alpha}+\sum_{\alpha \in \mathcal{J} \backslash \mathcal{J}_{M, p}} U_{\alpha} \xi_{\alpha}=: e_{1}+e_{2}
$$

with

$$
\begin{aligned}
& \left\|e_{1}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}} \leq C_{M, n} h^{m}\|U\|_{\mathcal{R}_{\Omega} H_{X}^{m+1}}, \quad \text { and } \\
& \left\|e_{2}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}} \leq C\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}} Q_{M, n}(\mathcal{R}, \overline{\mathcal{R}})
\end{aligned}
$$

We leave the estimate for $e_{2}$ untouched. For $e_{1}$, we consider the two cases.
Case: $k=1$. Let $\psi \in \mathcal{R}_{\Omega}^{-1} H_{X}^{2}$ be the solution of $\mathcal{A} \psi+\mathcal{M} \cdot \boldsymbol{D}_{\dot{W}} \psi=\mathcal{R}^{2} e_{1}$, with $\|\psi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{2}} \leq C\left\|\mathcal{R}^{2} e_{1}\right\|_{\mathcal{R}_{\Omega}^{-1} L_{X}^{2}}=\left\|e_{1}\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}}$. Note that, in fact, $\psi \in S^{M, n} \otimes H_{X}^{3}$ also. Then,

$$
\begin{aligned}
\left\|e_{1}\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2} & =\left\langle\left\langle e_{1}, \mathcal{R}^{2} e_{1}\right\rangle\right\rangle_{\mathcal{R}_{\Omega} L_{X}^{2}}, \mathcal{R}_{\Omega}^{-1} L_{X}^{2} \\
& =\left\langle\left\langle e_{1}, \mathcal{A} \psi+\mathcal{M} \cdot \mathcal{D}_{\dot{W}}^{2} e_{1}\right\rangle\right\rangle_{\mathcal{R}_{\Omega} H_{X}^{-1}, \mathcal{R}_{\Omega}^{-1} H_{X}^{1}} \\
& =\left\langle\left\langle\mathcal{A} e_{1}+\delta_{\dot{W}}\left(\mathcal{M} e_{1}\right), \psi-\chi\right\rangle\right\rangle_{\mathcal{R}_{\Omega} H_{X}^{-1}, \mathcal{R}_{\Omega}^{-1} H_{X}^{1}}
\end{aligned}
$$

for all $\chi \in S^{M, n} \otimes S_{h}$. So

$$
\left\|e_{1}\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2} \leq\left\|\mathcal{A} e_{1}+\delta_{\dot{W}}\left(\mathcal{M} e_{1}\right)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}} \inf _{\chi \in S^{M, n} \otimes S_{h}}\|\psi-\chi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}}
$$

To estimate the first term, Lemma 3.2 implies that

$$
\left\|\mathcal{A} e_{1}+\delta_{\dot{W}}\left(\mathcal{M} e_{1}\right)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}} \leq C\left\|e_{1}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}
$$

To estimate the second term, we make use of the FE estimate (3.3), in particular

$$
\inf _{\chi_{h} \in S_{h}}\left\|\Phi-\chi_{h}\right\|_{H_{0 X}^{1}} \leq C h\|\Phi\|_{H_{X}^{2}}, \quad \forall \Phi \in H_{X}^{2} \cap H_{0 X}^{1}
$$

This FE estimate is usually obtained by finding a projection operator $I_{h}$ for which $\| \Phi-$ $I_{h} \Phi\left\|_{H_{0 X}^{1}} \leq C h^{2}\right\| \Phi \|_{H_{X}^{3}}$, from which the desired estimate follows immediately. But here, we will show the estimate by constructing a near-infimizing $\chi$. Fix $\epsilon>0$. For each $\alpha \in \mathcal{J}_{M, n}$,
there exists $\chi_{\alpha} \in S_{h}$ such that

$$
\left\|\psi_{\alpha}-\chi_{\alpha}\right\|_{H_{0 X}^{1}} \leq \inf _{\chi_{h} \in S_{h}}\left\|\psi_{\alpha}-\chi_{h}\right\|_{H_{0 X}^{1}}+\kappa_{\alpha}(\epsilon) \leq C h\left\|\psi_{\alpha}\right\|_{H_{X}^{2}}+\kappa_{\alpha}(\epsilon)
$$

where we choose $\kappa_{\alpha}(\epsilon)=\epsilon^{1 / 2} r_{\alpha} \bar{\kappa}_{\alpha}$, with $\sum_{\alpha} \bar{\kappa}_{\alpha}^{2}=\frac{1}{2}$. Set $\chi=\sum_{\alpha \in \mathcal{J}_{M, n}} \chi_{\alpha} \xi_{\alpha} \in S^{M, n} \otimes S_{h}$. Then

$$
\|\psi-\chi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}}^{2} \leq \sum_{\alpha \in \mathcal{J}_{M, n}} r_{\alpha}^{-2}\left(C h\left\|\psi_{\alpha}\right\|_{H_{X}^{2}}+\kappa_{\alpha}(\epsilon)\right)^{2} \leq C h^{2}\|\psi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{2}}^{2}+\epsilon
$$

and

$$
\inf _{\chi \in S^{M, n} \otimes S_{h}}\|\psi-\chi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}} \leq C h\|\psi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{2}} \leq C h\left\|e_{1}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}
$$

Hence,

$$
\begin{aligned}
\left\|e_{1}\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2} & \leq\left\|e_{1}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}} C h\|\psi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{2}} \\
& \leq C_{M, n} h^{m+1}\|U\|_{\mathcal{R}_{\Omega} H_{X}^{m+1}}\left\|e_{1}\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}}
\end{aligned}
$$

Case: $k=2$. Since $e_{1} \in S^{M, n} \otimes H_{0 X}^{1}$, we compute the norm

$$
\left\|e_{1}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}=\sup _{\phi \in \mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}} \frac{\left|\left\langle\left\langle e_{1}, \phi\right\rangle\right\rangle\right|}{\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}}}=\sup _{\phi \in S^{M, n} \otimes H_{0 X}^{1}} \frac{\left|\left\langle\left\langle e_{1}, \phi\right\rangle\right\rangle\right|}{\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}}}
$$

For any $\phi \in S^{M, n} \otimes H_{0 X}^{1}$, let $\psi \in \mathcal{R}_{\Omega}^{-1} H_{X}^{3}$ be the solution of $\mathcal{A} \psi+\mathcal{M} \cdot D_{\dot{W}} \psi=\phi$, with $\|\psi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{3}} \leq C\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}}$. Note that, in fact, $\psi \in S^{M, n} \otimes H_{X}^{3}$ also. Then,

$$
\left\langle\left\langle e_{1}, \phi\right\rangle\right\rangle=\left\langle\left\langle e_{1}, \mathcal{A} \psi+\mathcal{M} \cdot \boldsymbol{D}_{\dot{W}} \psi\right\rangle\right\rangle=\left\langle\left\langle\mathcal{A} e_{1}+\delta_{\dot{W}}\left(\mathcal{M} e_{1}\right), \psi-\chi\right\rangle\right\rangle
$$

for all $\chi \in S^{M, n} \otimes S_{h}$, and by a similar argument in the previous case, we have that

$$
\begin{aligned}
\left|\left\langle\left\langle e_{1}, \phi\right\rangle\right\rangle\right| & \leq\left\|\mathcal{A} e_{1}+\delta_{\dot{W}}\left(\mathcal{M} e_{1}\right)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}} \inf _{\chi \in S^{M, n} \otimes S_{h}}\|\psi-\chi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}} \\
& \leq C h^{2}\left\|e_{1}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}} \\
& \leq C_{M, n} h^{m+2}\|U\|_{\mathcal{R}_{\Omega} H^{m+1}}\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{0 X}^{1}}
\end{aligned}
$$

The result follows.

### 3.3. The parabolic error estimates.

Theorem 3.9. Let $m \geq 2$ be an even integer. Assume for the input data

$$
v \in \overline{\mathcal{R}}_{\Omega} H_{X}^{m+1}, \quad f \in \overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{m}, \quad f_{t} \in \overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{m-2},
$$

with weights $\bar{r}_{\alpha}^{2}=\frac{\rho^{\alpha}}{|\alpha|!}$, and assume that the appropriate compatibility conditions hold, so that

$$
\begin{aligned}
& u \in \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{0 X}^{1} \cap \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m+2}, \quad u_{t} \in \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{-1} \cap \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m}, \\
& u_{t t} \in \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m-2},
\end{aligned}
$$

where the weights ${\rho_{\alpha}^{\prime}}^{2}=\frac{\rho^{\prime \alpha}}{|\alpha|!}$ are chosen using the conditions (2.15) and (2.17). Also assume, for simplicity, that the discretized initial condition is $v_{h}=\Pi_{h}^{M, n} v$. Then, for every $t \in(0, T]$, we have the error estimate for the stochastic finite element solution $u_{h}^{M, n}(t)$,

$$
\begin{align*}
\left\|e_{h}(t)\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}} & \leq C_{M, n} h^{m+1}\left(\left\|u_{t}\right\|_{\mathcal{R}_{\Omega} L_{T}^{2} H_{X}^{m}}+\|u(t)\|_{\mathcal{R}_{\Omega} H_{X}^{m+1}}\right)  \tag{3.21}\\
& +C Q_{M, n}\left(\mathcal{R}, \mathcal{R}^{\prime}\right)\left(\left\|f_{t}-u_{t t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{-1}}+\left\|f(t)-u_{t}(t)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{-1}}\right)
\end{align*}
$$

where the weights $\mathcal{R}, r_{\alpha}{ }^{2}=\frac{q^{\alpha}}{|\alpha|!}$, satisfy

$$
\begin{equation*}
\sum_{k} q_{k} \lambda_{k}^{2}\left(C_{A}^{\text {ellip }}\right)^{2}<\frac{1}{2}, \quad \text { and } \quad \sum_{k} \frac{q_{k}}{\rho_{k}^{\prime}}<\frac{1}{2} \tag{3.22}
\end{equation*}
$$

Proof. Let $\Pi_{h}^{M, n}$ denote the stochastic finite element approximation operator for the stochastic elliptic problem (3.8). In particular,

$$
\left\langle\left\langle\mathcal{A} U+\sum_{k=1}^{M} \boldsymbol{\delta}_{\xi_{k}}\left(\mathcal{M}_{k} U\right), z\right\rangle\right\rangle=\left\langle\left\langle\mathcal{A}\left(\Pi_{h}^{M, n} U\right)+\sum_{k=1}^{M} \boldsymbol{\delta}_{\xi_{k}}\left(\mathcal{M}_{k}\left(\Pi_{h}^{M, n} U\right)\right), z\right\rangle\right\rangle
$$

for all $z \in S^{M, n} \otimes S_{h}$. The error estimates (3.16) also imply that $\Pi_{h}^{M, n}$ is a continuous linear map from $\mathcal{R}_{\Omega} H_{0 X}^{1}$ into itself.

Decompose the error into

$$
\begin{aligned}
e_{h}(t):=u_{h}^{M, n}(t)-u(t) & =\left(u_{h}^{M, n}(t)-\Pi_{h}^{M, n} u(t)\right)+\left(\Pi_{h}^{M, n} u(t)-u(t)\right) \\
& =\theta(t)+\pi(t)
\end{aligned}
$$

Analysis for $\pi$. For every $t \in(0, T]$, we have that $\mathcal{A} u(t)+\delta_{\dot{W}}(\mathcal{M} u(t))=f(t)-u_{t}(t) \in$ $\mathcal{R}_{\Omega}^{\prime} H_{X}^{m-1}$. Hence the elliptic estimates (3.16) and lower norm estimates (3.20) imply

$$
\begin{aligned}
& \|\pi(t)\|_{\mathcal{R}_{\Omega} L_{X}^{2}}=\left\|\Pi_{h}^{M, n} u(t)-u(t)\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}} \\
& \leq C_{M, n} h^{m+1}\|u(t)\|_{\mathcal{R}_{\Omega} H_{X}^{m+1}}+C\left\|f(t)-u_{t}(t)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{-1}} Q_{M, n}\left(\mathcal{R}, \mathcal{R}^{\prime}\right)
\end{aligned}
$$

provided (3.22) holds.
Analysis for $\theta$. From the definitions of the numerical and weak solutions,

$$
\begin{aligned}
& \left\langle\left\langle\theta_{t}, z\right\rangle\right\rangle+\left\langle\left\langle\mathcal{A} \theta+\sum_{k=1}^{M} \boldsymbol{\delta}_{\xi_{k}}\left(\mathcal{M}_{k} \theta\right), z\right\rangle\right\rangle \\
& =\langle\langle f, z\rangle\rangle-\left\langle\left\langle\left(\Pi_{h}^{M, n} u\right)_{t}, z\right\rangle\right\rangle-\left\langle\left\langle\mathcal{A} \Pi_{h}^{M, n} u+\sum_{k=1}^{M} \boldsymbol{\delta}_{\xi_{k}}\left(\mathcal{M}_{k}\left(\Pi_{h}^{M, n} u\right)\right), z\right\rangle\right\rangle \\
& =\langle\langle f, z\rangle\rangle-\left\langle\left\langle\left(\Pi_{h}^{M, n} u\right)_{t}, z\right\rangle\right\rangle-\left\langle\left\langle\mathcal{A} u+\sum_{k=1}^{M} \boldsymbol{\delta}_{\xi_{k}}\left(\mathcal{M}_{k} u\right), z\right\rangle\right\rangle \pm\left\langle\left\langle u_{t}, z\right\rangle\right\rangle \\
& =-\left\langle\left\langle\left(\Pi_{h}^{M, n} u-u\right)_{t}, z\right\rangle\right\rangle
\end{aligned}
$$

for all $z \in S^{M, n} \otimes S_{h}$. Choosing $z=\mathcal{R}^{2} \theta$,

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\theta\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2}+\sum_{\alpha \in \mathcal{J}_{M, n}} r_{\alpha}^{2} \boldsymbol{A}\left[\theta_{\alpha}, \theta_{\alpha}\right] \\
& \leq\left\|\left(\Pi_{h}^{M, n} u-u\right)_{t}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}\|\theta\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}+\sum_{\alpha \in \mathcal{J}_{M, n}} \sum_{k=1}^{M} \sqrt{\alpha_{k}} \lambda_{k} r_{\alpha}^{2}\left\|\theta_{\alpha-\epsilon_{k}}\right\|_{H_{0 X}^{1}}\left\|\theta_{\alpha}\right\|_{H_{0 X}^{1}} \\
& =(I)+(I I)
\end{aligned}
$$

where $\lambda_{k}$ are the constants in (2.11).
For (II),

$$
\begin{aligned}
(I I) & =\sum_{\alpha \in \mathcal{J}_{M, n}} \sum_{k=1}^{M} \sqrt{\alpha_{k}} \lambda_{k} r_{\alpha}\left\|\theta_{\alpha-\varepsilon_{k}}\right\|_{H_{X}^{1}} r_{\alpha}\left\|\theta_{\alpha}\right\|_{H_{X}^{1}} \\
& \leq\left(\sum_{\alpha \in \mathcal{J}_{M, n}}\left(\sum_{k=1}^{M} \sqrt{\alpha_{k}} \lambda_{k} r_{\alpha}\left\|\theta_{\alpha-\varepsilon_{k}}\right\|_{H_{X}^{1}}\right)^{2}\right)^{1 / 2}\left(\sum_{\alpha \in \mathcal{J}_{M, n}} r_{\alpha}^{2}\left\|\theta_{\alpha}\right\|_{H_{X}^{1}}^{2}\right)^{1 / 2}
\end{aligned}
$$

$$
\begin{aligned}
& \leq\left(\sum_{\alpha \in \mathcal{J}_{M, n}}\left(\sum_{\substack{k=1 \\
\alpha_{k} \neq 0}}^{M} \frac{\alpha_{k}}{|\alpha|} \sqrt{\frac{|\alpha|}{\alpha_{k}}} \lambda_{k} q_{k}^{1 / 2} r_{\alpha-\varepsilon_{k}}\left\|\theta_{\alpha-\varepsilon_{k}}\right\|_{H_{X}^{1}}\right)^{2}\right)^{1 / 2}\|\theta\|_{\mathcal{R}_{\Omega} H_{X}^{1}} \\
& \leq\left(\sum_{\alpha \in \mathcal{J}_{M, n}} \sum_{\substack{k=1 \\
\alpha_{k} \neq 0}}^{M} \frac{\alpha_{k}}{|\alpha|}\left(\sqrt{\frac{|\alpha|}{\alpha_{k}}} \lambda_{k} q_{k}^{1 / 2} r_{\alpha-\varepsilon_{k}}\left\|\theta_{\alpha-\varepsilon_{k}}\right\|_{H_{X}^{1}}\right)^{2}\right)^{1 / 2}\|\theta\|_{\mathcal{R}_{\Omega} H_{X}^{1}}
\end{aligned}
$$

where we applied Jensen's inequality in the last inequality. Continuing,

$$
\begin{aligned}
(I I) & \leq\left(\sum_{k=1}^{M} \sum_{\substack{\alpha \in \mathcal{J}_{M, n} \\
\alpha_{k} \neq 0}} \lambda_{k}^{2} q_{k} r_{\alpha-\varepsilon_{k}}^{2}\left\|\theta_{\alpha-\varepsilon_{k}}\right\|_{H^{1}}^{2}\right)^{1 / 2}\|\theta\|_{\mathcal{R}_{\Omega} H_{X}^{1}} \\
& \leq\left(\sum_{k=1}^{M} \lambda_{k}^{2} q_{k}\right)^{1 / 2}\|\theta\|_{\mathcal{R}_{\Omega} H_{X}^{1}}^{2}:=\left[q \vec{\lambda}^{2}\right]_{\leq M}^{1 / 2}\|\theta\|_{\mathcal{R}_{\Omega} H_{X}^{1}}^{2}
\end{aligned}
$$

where $\left[q \vec{\lambda}^{2}\right]_{\leq M}=\sum_{k=1}^{M} \lambda_{k}^{2} q_{k}$. Then

$$
\begin{aligned}
& \frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|\theta\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2}+C_{A}^{\text {coerc }}\|\theta\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2} \\
& \leq \epsilon_{0}\left\|\left(\Pi_{h}^{M, n} u-u\right)_{t}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}^{2}+\left(\frac{1}{4 \epsilon_{0}}+\left[q \vec{\lambda}^{2}\right]_{\leq M}^{1 / 2}\right)\|\theta\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2}
\end{aligned}
$$

where $C_{A}^{\text {coerc }}$ is the coercivity constant in (2.8). By the first condition in (3.22), we can find $\epsilon_{0}$ such that $\frac{1}{4 \epsilon_{0}}+\left[q \vec{\lambda}^{2}\right]_{\leq M}^{1 / 2}=C_{A}^{\text {coerc } c}$. So

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\|\theta\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2} \leq 2 \epsilon_{0}\left\|\left(\Pi_{h}^{M, n} u-u\right)_{t}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}^{2}
$$

and

$$
\|\theta(t)\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2} \leq\|\theta(0)\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2}+2 \epsilon_{0} \int_{0}^{t}\left\|\left(\Pi_{h}^{M, n} u-u\right)_{t}(s)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}^{2} d s
$$

Due to our assumption on the initial condition, $v_{h}=\Pi_{h}^{M, n} v$, the term $\theta(0)$ vanishes. The estimate for the second term in the last inequality is similar to the analysis for $\pi(t)$, but since the norm appears inside a time integral, it suffices to show a bound for a.e. $t$. Since $\Pi_{h}^{M, n}$ is a continuous linear map from $\mathcal{R}_{\Omega} H_{0 X}^{1}$ into itself, it follows that $\left(\Pi_{h}^{M, n} u\right)_{t}=\Pi_{h}^{M, n} u_{t}$. For a.e. $s \in(0, T]$, we have that

$$
\mathcal{A} u_{t}(s)+\boldsymbol{\delta}_{\dot{W}}\left(\mathcal{M} u_{t}(s)\right)=f_{t}(s)-u_{t t}(s) \in \mathcal{R}_{\Omega}^{\prime} H_{X}^{m-2}
$$

Then

$$
\begin{align*}
& \left\|\left(\Pi_{h}^{M, n} u-u\right)_{t}(s)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}=\left\|\Pi_{h}^{M, n} u_{t}-u_{t}(s)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}  \tag{3.23}\\
& \leq C_{M, n} h^{m+1}\left\|u_{t}(s)\right\|_{\mathcal{R}_{\Omega} H_{X}^{m}}+C\left\|f_{t}(s)-u_{t t}(s)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{-1}} Q_{M, n}\left(\mathcal{R}, \mathcal{R}^{\prime}\right)
\end{align*}
$$

for a.e. $s$, and hence

$$
\|\theta(t)\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2} \leq C_{M, n}^{2} h^{2(m+1)}\left\|u_{t}\right\|_{\mathcal{R}_{\Omega} L_{T}^{2} H_{X}^{m}}^{2}+C\left\|f_{t}-u_{t t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{-1}}^{2} Q_{M, n}\left(\mathcal{R}, \mathcal{R}^{\prime}\right)^{2}
$$

for all $t \in(0, T]$.
Putting together the estimates for $\theta(t)$ and $\pi(t)$, we obtain

$$
\begin{aligned}
\left\|e_{h}(t)\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2} & \leq C_{M, n}^{2} h^{2(m+1)}\left(\left\|u_{t}\right\|_{\mathcal{R}_{\Omega} L_{T}^{2} H_{X}^{m}}^{2}+\|u(t)\|_{\mathcal{R}_{\Omega} H_{X}^{m+2}}^{2}\right) \\
& +C Q_{M, n}\left(\mathcal{R}, \mathcal{R}^{\prime}\right)^{2}\left(\left\|f_{t}-u_{t t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{-1}}^{2}+\left\|f(t)-u_{t}(t)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{-1}}^{2}\right)
\end{aligned}
$$

The constant $C$ depends only on $\mathcal{R}, \mathcal{A}, \mathcal{M}$ and the elliptic estimate constant in (3.16).
Remarks. If the discrete initial condition $v_{h}$ is not $\Pi_{h}^{M, n} v$, additional terms will arise from approximating the initial error, but those can be subsumed into the two main terms of the error estimate.

If the boundary is not smooth enough, the use of regularity estimates for the stochastic adjoint problem in the proof of Proposition 3.8 will no longer hold. In this case, the application of the lower norm estimate to the term $\left\|\left(\Pi_{h}^{M, n} u-u\right)_{t}(s)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}$ is no longer valid, but we can nonetheless obtain a convergence rate of $\mathcal{O}\left(h^{m-1}\right)$ in the first term of (3.21).

In analogy to the deterministic equation case, the finite element convergence rate of $h^{m+1}$ for the solution $u \in \mathcal{R}_{\Omega} H_{T}^{1} H_{X}^{m}$ is optimal. Without invoking the stochastic adjoint problem, it is easy to obtain a convergence rate of $h^{m-1}$ for the solution $u \in \mathcal{R}_{\Omega} H_{T}^{1} H_{X}^{m}$, which is two orders worse than optimal. The gain of two orders is achieved by extracting some crucial information from the estimates of lower norms, through the application of the stochastic adjoint problem in the duality technique.

The term $Q_{M, n}\left(\mathcal{R}, \mathcal{R}^{\prime}\right)$ in the estimate (3.21) is, as usual, the error from truncating the Wiener chaos expansion up to $\mathcal{J}_{M, n}$. It arises from invoking the error estimates for the corresponding elliptic problem, and depends on the choice of the weighted space $\mathcal{R}$ in
which to bound the error, as well as on the weights $\mathcal{R}^{\prime}$ of the forcing term in the sense of the elliptic problem. It also implicitly assumes that $\mathcal{R}, \mathcal{R}^{\prime}$ are related by the condition (3.22). However, the second inequality in (3.22) is a somewhat strict condition. If we consider the optimal weights $\mathcal{R}^{\prime}$ to behave like $\rho_{k}^{\prime} \sim k^{-(1+\epsilon)} \lambda_{k}^{-2}$ for any $\epsilon>0$, then the optimal weights $\mathcal{R}$ can behave like $q_{k} \sim k^{-(2+\epsilon)} \lambda_{k}^{-2}$ for any $\epsilon>0$. Thus, the error estimate holds in a weighted space that is generally worse than the optimal space that the solution $u$ belongs to. Additionally, the validity of the first and third term in the RHS of (3.21) requires the boundedness of $u_{t t}$ in the $H_{X}^{-1}$ norm. This marks the departure of the SFEM from the deterministic FEM.

## 4. The SFEM for SPDE with time-dependent operators

In this section, we extend the results in [44] to allow the noise term, as well as the operator $\mathcal{A}$, to depend on time. As discussed in the previous chapter, such time-dependent noise encompasses a variety of equations driven by an abstract noise, such as equations with space-time white noise, or equations having two independent noise terms, one purely spatial and the other purely temporal.

Most steps of the analysis for the time-independent noise case carry over to the timedependent case, except for the step estimating the norm $\left\|\left(\Pi_{h}^{M, n} u-u\right)_{t}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}$, where $\Pi_{h}^{M, n}$ is the elliptic SFEM approximation operator. When the noise is purely spatial (and the operators $\mathcal{A}, \mathcal{M}_{k}$ are independent of time), the equality $\left(\Pi_{h}^{M, n} u-u\right)_{t}=\Pi_{h}^{M, n} u_{t}-u_{t}$ allows an immediate application of the elliptic error estimates in (3.23). On the other hand, if the noise depends on time, the elliptic SFEM approximation operator $\Pi_{h}^{M, n}(t)$ also depends on the time parameter, and by the product rule,

$$
\left(\Pi_{h}^{M, n}(t) u(t)\right)_{t}=\dot{\Pi}_{h}^{M, n}(t) u(t)+\Pi_{h}^{M, n}(t) u_{t}(t) .
$$

Thus, to complete the error estimates, we need to derive estimates for the time derivative of the SFEM approximation operator, $\dot{\Pi}_{h}^{M, n}(t)$.

We assume the operators $\mathcal{A}(t), \mathcal{M}_{k}(t)$ are of the form (3.2), with $a^{i j}, \sigma_{k}^{i j} \in H_{T}^{1} W_{X}^{m+2, \infty}$ for some $m \geq 2$. Then $a^{i j}, \sigma_{k}^{i j}$ are Lipschitz continuous in time and their time derivatives $a_{t}^{i j},\left(\sigma_{k}^{i j}\right)_{t}$ exist a.e. Because much of the analysis hinges on studying the corresponding elliptic problem, which obviously has no time evolution, we emphasize that the operators
$\mathcal{A}(t), \mathcal{M}_{k}(t)$ will also be understood as being parameterized by time $t$. We define the timeparameterized operators $\dot{\mathcal{A}}(t), \dot{\mathcal{M}}_{k}(t)$ by

$$
\begin{aligned}
\dot{\mathcal{A}}(t) u & =-\sum_{i, j} D_{i}\left(a_{t}^{i j}(x, t) D_{j} u\right), \\
\dot{\mathcal{M}}_{k}(t) u & =\sum_{i, j} D_{i}\left(\left(\sigma_{k}^{i j}\right)_{t}(x, t) D_{j} u\right) .
\end{aligned}
$$

We recall the constants $C_{A}$ and $\lambda_{k}^{(r)}$ in (2.10), (2.11), and also define $\dot{C}_{A}$ and $\dot{\lambda}_{k}^{(r)}$ to be the constants in

$$
\|w\|_{L^{2}\left(0, T ; H_{0}^{1}(D)\right)} \leq \dot{C}_{A}\left(\left\|w_{0}\right\|_{L^{2}(D)}+\|f\|_{L^{2}\left(0, T ; H^{-1}(D)\right)}\right)
$$

for the weak solution $w$ of the zero Dirichlet problem $\frac{d w}{d t}+\dot{\mathcal{A}}(t) w=f$ with $w(0)=w_{0}$; and in

$$
\left\|\dot{\mathcal{M}}_{k}(t) w\right\|_{H^{r-2}(D)} \leq \dot{\lambda}_{k}^{(r)}\|w\|_{H^{r}(D)}, \quad \forall w \in H^{r}(D), t \in(0, T]
$$

For brevity, we write $\dot{\lambda}_{k}=\dot{\lambda}_{k}^{(1)}$.
4.1. The stochastic elliptic problem with time parameterized operators. For fixed $t \in(0, T]$, define the operator $\mathcal{L}(t) U:=\mathcal{A}(t) U+\delta_{\dot{W}}(\mathcal{M}(t) U)$. We will study the time-parameterized elliptic problem

$$
\begin{align*}
& \mathcal{L}(t) U=F \quad \text { in } D  \tag{3.24}\\
& \left.U\right|_{\partial D}=0 .
\end{align*}
$$

The elliptic SFEM approximation (Ritz) operator $\Pi_{h}^{M, n}(t)$ satisfies

$$
\left\langle\left\langle\mathcal{A}(t) U+\sum_{k=1}^{M} \boldsymbol{\delta}_{\xi_{k}}\left(\mathcal{M}_{k}(t) U\right), z\right\rangle\right\rangle=\left\langle\left\langle\mathcal{A}(t)\left(\Pi_{h}^{M, n}(t) U\right)+\sum_{k=1}^{M} \boldsymbol{\delta}_{\xi_{k}}\left(\mathcal{M}_{k}(t)\left(\Pi_{h}^{M, n}(t) U\right)\right), z\right\rangle\right\rangle
$$

for all $z \in S^{M, n} \otimes S_{h}$, and all $t \in(0, T]$. We have termed $\Pi_{h}^{M, n}(t)$ the "approximation" operator because $\Pi_{h}^{M, n}(t) U$ produces a finite approximation of $U$. An alternative take on the SFEM approximation operator $\Pi_{h}^{M, n}(t) U$ is to consider instead the SFEM solution operator $T_{h}^{M, n}(t) F$, which creates from $F$ a finite solution of the elliptic problem. We now define $T_{h}^{M, n}(t)$.

For $F \in \overline{\mathcal{R}}_{\Omega} H_{X}^{-1}$, and for the weights $\widetilde{\mathcal{R}}$ satisfying

$$
\begin{equation*}
\sum_{k} \tilde{q}_{k} \lambda_{k}^{2} C_{A}^{2}<1, \quad \text { and } \quad \sum_{k} \frac{\tilde{q}_{k}}{\bar{\rho}_{k}}<1, \tag{3.25}
\end{equation*}
$$

define $T(t): \overline{\mathcal{R}}_{\Omega} H_{X}^{-1} \rightarrow \widetilde{\mathcal{R}}_{\Omega} H_{0 X}^{1}$ to be the solution operator for the equation (3.24). That is, for each $t \in(0, T], U=U(t):=T(t) F$ is the weak solution of (3.24).

Define the SFEM solution operator $T_{h}^{M, n}(t): \overline{\mathcal{R}}_{\Omega} H_{X}^{-1} \rightarrow S^{M, n} \otimes S_{h}$ by $T_{h}^{M, n}(t) F \equiv$ $\Pi_{h}^{M, n}(t) U$. Then,

$$
e(t):=\Pi_{h}^{M, n}(t) U-U=T_{h}^{M, n}(t) F-T(t) F,
$$

and also

$$
e_{t}(t)=\left(\dot{T}_{h}^{M, n}(t)-\dot{T}(t)\right) F .
$$

The dot 'stands for time differentiation, and the derivatives $\dot{T}_{h}^{M, n}(t), \dot{T}(t)$ are understood in the weak sense,

$$
\int_{0}^{T} \dot{T}(t) \varphi(t) d t=-\int_{0}^{T} T(t) \dot{\varphi}(t) d t
$$

for all smooth functions $\varphi$.
From the usual elliptic error estimates (3.16), (3.20), given $F \in \overline{\mathcal{R}}_{\Omega} H_{X}^{-1}$ and $U \in$ $\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}$, with $\widetilde{\mathcal{R}}, \overline{\mathcal{R}}$ satisfying (3.25) with $\frac{1}{2}$ on the RHS of both inequalities, we have that

$$
\left\|\left(T_{h}^{M, n}(t)-T(t)\right) F\right\|_{\tilde{\mathcal{R}}_{\Omega} H_{X}^{1-k}} \leq C_{M, n} h^{r+k}\|U\|_{\tilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}}+C\|F\|_{\tilde{\mathcal{R}}_{\Omega} H_{X}^{-1}} Q_{M, n}(\widetilde{\mathcal{R}}, \overline{\mathcal{R}})
$$

for all $t \in(0, T]$, and for $k=0,1,2$. The following two propositions show that similar estimates hold for $\left(\dot{T}_{h}^{M, n}(t)-\dot{T}(t)\right) F$, with $k=0,2$.

Proposition 4.1. Assume $U(t) \in \widetilde{\mathcal{R}}_{\Omega} H_{0 X}^{1} \cap \widetilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}$, with the weights $\tilde{r}_{\alpha}^{2}=\tilde{q}^{\alpha} /|\alpha|$ ! satisfying (3.25), (3.28), and

$$
\begin{equation*}
\sum_{k} \tilde{q}_{k} \dot{\lambda}_{k}^{2}<\infty \quad \text { and } \quad \sum_{k} \tilde{q}_{k}\left(\dot{\lambda}_{k}^{(r+1)}\right)^{2}<\infty \tag{3.26}
\end{equation*}
$$

Let the weights $\mathcal{R}: r_{\alpha}^{2}=q^{\alpha} /|\alpha|$ ! satisfy

$$
\begin{equation*}
\sum_{k} q_{k} \lambda_{k}^{2} C_{A}^{2}<\frac{1}{2} \quad \text { and } \quad \sum_{k} \frac{q_{k}}{\tilde{q}_{k}}<\frac{1}{2} \tag{3.27}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{k} q_{k}\left(\lambda_{k}^{(r+1)} C_{A}^{(r+1)}\right)^{2}<1 \tag{3.28}
\end{equation*}
$$

where $C_{A}^{(r+1)}$ is the constant in $\|w\|_{H^{r+1}} \leq C_{A}^{(r+1)}\left\|\mathcal{A}^{-1} w\right\|_{H^{r-1}}$.
Then, we have the estimate

$$
\left\|\left(\dot{T}_{h}^{M, n}(t)-\dot{T}(t)\right) F\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}} \leq C_{M, n} h^{r}\|U\|_{\tilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}}+C\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}} Q_{M, n}(\mathcal{R}, \widetilde{\mathcal{R}})
$$

Proof. From the definitions of $T_{h}^{M, n}(t)$ and $T(t)$,

$$
\langle\langle\mathcal{L}(t) e, \chi\rangle\rangle=0, \quad \forall \chi \in S^{M, n} \otimes S_{h}
$$

Differentiating both sides w.r.t. $t$,

$$
\left\langle\left\langle\dot{\mathcal{L}}(t) e+\mathcal{L}(t) e_{t}, \chi\right\rangle\right\rangle=0, \quad \forall \chi \in S^{M, n} \otimes S_{h}
$$

where $\dot{\mathcal{L}}(t)=\dot{\mathcal{A}}(t)+\boldsymbol{\delta}_{\dot{W}}(\mathcal{M}(t))$ is the elliptic operator obtained by differentiating the coefficients of $\mathcal{L}$ w.r.t. t. Consider

$$
\begin{aligned}
& \left.\left\langle\mathcal{L} e_{t}, \mathcal{R}^{2} e_{t}\right\rangle\right\rangle_{\mathcal{R}_{\Omega}^{ \pm 1} H_{X}^{\mp 1}}=\sum_{\alpha} r_{\alpha}^{2}\left\langle\mathcal{A} e_{t, \alpha}+\sum_{k} \sqrt{\alpha_{k}} \mathcal{M}_{k} e_{t, \alpha-\varepsilon_{k}}, e_{t, \alpha}\right\rangle_{H_{X}^{\mp 1}} \\
& \geq \sum_{\alpha} r_{\alpha}^{2}\left(C_{A}^{\text {coerc }}\left\|e_{t, \alpha}\right\|_{H_{0 X}^{1}}^{2}-\sum_{k} \sqrt{\alpha_{k}} \lambda_{k}\left\|e_{t, \alpha-\varepsilon_{k}}\right\|_{H_{0 X}^{1}}\left\|e_{t, \alpha}\right\|_{H_{0 X}^{1}}\right)
\end{aligned}
$$

so

$$
\begin{aligned}
C_{A}^{c o e r c}\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2} & \leq\left\langle\left\langle\mathcal{L} e_{t}, \mathcal{R}^{2} e_{t}\right\rangle\right\rangle_{\mathcal{R}_{\Omega}^{ \pm 1} H_{X}^{\mp 1}}+\sum_{\alpha} \sum_{k} r_{\alpha}^{2} \sqrt{\alpha_{k}} \lambda_{k}\left\|e_{t, \alpha-\epsilon_{k}}\right\|_{H_{0 X}^{1}}\left\|e_{t, \alpha}\right\|_{H_{0 X}^{1}} \\
& =(I)+(I I)
\end{aligned}
$$

For $\operatorname{Term}(\mathrm{I})$, for any $\chi \in S^{M, n} \otimes S_{h}$,

$$
\begin{aligned}
(I)= & \left\langle\left\langle\mathcal{L} e_{t}, \mathcal{R}^{2} e_{t}\right\rangle\right\rangle+\left\langle\left\langle\dot{\mathcal{L}} e+\mathcal{L} e_{t}, \chi\right\rangle\right\rangle \pm\left\langle\left\langle\dot{\mathcal{L}} e, \mathcal{R}^{2} e_{t}\right\rangle\right\rangle \\
= & \left\langle\left\langle\mathcal{L} e_{t}, \mathcal{R}^{2} e_{t}+\chi\right\rangle\right\rangle+\left\langle\left\langle\dot{\mathcal{L}} e, \mathcal{R}^{2} e_{t}+\chi\right\rangle\right\rangle-\left\langle\left\langle\dot{\mathcal{L}} e, \mathcal{R}^{2} e_{t}\right\rangle\right\rangle \\
\leq & \left(\left\|\mathcal{L} e_{t}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}+\|\dot{\mathcal{L}}\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}\right)_{\chi \in S^{M, n} \otimes S_{h}}\left\|\mathcal{R}^{2} e_{t}+\chi\right\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}} \\
& +\|\dot{\mathcal{L}}\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}\left\|\mathcal{R}^{2} e_{t}\right\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}} \\
& \quad .
\end{aligned}
$$

For Term (II), by Cauchy-Schwartz and Jensen's inequalities,

$$
\begin{aligned}
(I I) & \leq\left(\sum_{\alpha}\left(\sum_{k} r_{\alpha} \sqrt{\alpha_{k}} \lambda_{k}\left\|e_{t, \alpha-\varepsilon_{k}}\right\|_{H_{0 X}^{1}}\right)^{2}\right)^{1 / 2}\left(\sum_{\alpha} r_{\alpha}^{2}\left\|e_{t, \alpha}\right\|_{H_{0 X}^{1}}^{2}\right)^{1 / 2} \\
& \leq\left(\sum_{\alpha}\left(\sum_{k: \alpha_{k} \neq 0} \frac{\alpha_{k}}{|\alpha|} \frac{|\alpha|^{2}}{\alpha_{k}} \frac{q^{\alpha-\varepsilon_{k}} q_{k}}{(|\alpha|-1)!|\alpha|} \lambda_{k}^{2}\left\|e_{t, \alpha-\varepsilon_{k}}\right\|_{H_{0 X}^{1}}^{2}\right)\right)^{1 / 2}\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}} \\
& =\left(\sum_{\alpha} \sum_{k} 1_{\left\{\alpha_{k} \neq 0\right\}} q_{k} \lambda_{k}^{2} r_{\alpha-\varepsilon_{k}}^{2}\left\|e_{t, \alpha-\varepsilon_{k}}\right\|_{H_{0 X}^{1}}^{2}\right)^{1 / 2}\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}} \\
& =\left(\sum_{k} q_{k} \lambda_{k}^{2}\right)^{1 / 2}\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2} .
\end{aligned}
$$

Combining,

$$
\begin{aligned}
& \left(C_{A}^{\text {coerc }}-\left(\sum_{k} q_{k} \lambda_{k}^{2}\right)^{1 / 2}\right)\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2} \\
& \leq\left(\left\|\mathcal{L} e_{t}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}+\|\dot{\mathcal{L}} e\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}\right) \inf _{\chi \in S^{M, n} \otimes S_{h}}\left\|\mathcal{R}^{2} e_{t}+\chi\right\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}} \\
& \quad+\|\dot{\mathcal{L}}\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}\left\|\mathcal{R}^{2} e_{t}\right\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}} .
\end{aligned}
$$

Since $C_{A}^{\text {ellip }}=\left(C_{A}^{\text {coerc }}\right)^{-1}$, and from (3.27), the LHS of the last equation is strictly positive, and we obtain a valid bound for $\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2}$. From Lemma 3.2, (3.25) and (3.26), we have $\|\mathcal{L} \chi\|_{\mathcal{R}_{\Omega} H_{X}^{-1}} \leq C\|\chi\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}$ and $\|\dot{\mathcal{L}} \chi\|_{\mathcal{R}_{\Omega} H_{X}^{-1}} \leq C\|\chi\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}$, for any $\chi \in \mathcal{R}_{\Omega} H_{0 X}^{1}$. Then

$$
\begin{aligned}
\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}^{2} \leq & C\left(\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}+\|e\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}\right) \inf _{\chi \in S^{M, n} \otimes S_{h}}\left\|e_{t}-\mathcal{R}^{-2} \chi\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}} \\
& +C\|e\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}}
\end{aligned}
$$

In the "inf" term, because any $\chi \in S^{M, n} \otimes S_{h}$ has only finite non-zero Wiener chaos modes, infimizing $\left\|e_{t}-\mathcal{R}^{-2} \chi\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}}$ over $\chi \in S^{M, n} \otimes S_{h}$ is equivalent, by a simple rescaling, to infimizing $\left\|e_{t}-\tilde{\chi}\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}}$ over $\tilde{\chi} \in S^{M, n} \otimes S_{h}$. Thus, upon dividing through by $\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}$,

$$
\begin{aligned}
\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}} \leq & C \inf _{\chi \in S^{M, n} \otimes S_{h}}\left\|e_{t}-\chi\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}} \\
& \quad+C\|e\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}\left(1+\inf _{\chi \in S^{M, n} \otimes S_{h}} \frac{\left\|e_{t}-\chi\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}}}{\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}}\right) \\
\leq & \inf _{\chi \in S^{M, n} \otimes S_{h}}\left\|e_{t}-\chi\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}}+C\|e\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}
\end{aligned}
$$

since $\inf _{\chi \in S^{M, n} \otimes S_{h}}\left\|e_{t}-\chi\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}} \leq\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}$. By translation, we have that

$$
\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}} \leq C\left(\inf _{\chi \in S^{M, n} \otimes S_{h}}\|\dot{T}(t) F-\chi\|_{\mathcal{R}_{\Omega} H_{X}^{1}}+\|e\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}\right)
$$

Continuing, the estimation of the "inf" term is as follows. An element $\phi=\sum_{\alpha} \phi_{\alpha} \xi_{\alpha}$ will be decomposed into $\phi=\phi^{\sharp}+\phi^{\perp}$, where $\phi^{\sharp}=\sum_{\alpha \in \mathcal{J}_{M, n}} \phi_{\alpha} \xi_{\alpha}$. Then,

$$
\begin{aligned}
\inf _{\chi \in S^{M, n} \otimes S_{h}}\|\dot{T}(t) F-\chi\|_{\mathcal{R}_{\Omega} H_{X}^{1}} & \\
& \leq \inf _{\chi \in S^{M, n} \otimes S_{h}}\left\|(\dot{T}(t) F)^{\sharp}-\chi\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}}+\left\|(\dot{T}(t) F)^{\perp}\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}} \\
& =(I I I)+(I V)
\end{aligned}
$$

Note that $\dot{U}(t)=\dot{T}(t) F$ solves the equation $\mathcal{L}(t) \dot{U}(t)=-\dot{\mathcal{L}}(t) U(t)$. Since $U(t) \in \widetilde{\mathcal{R}}_{\Omega} H_{0 X}^{1}$, it follows from Lemma 3.2 that $\dot{\mathcal{L}}(t) U(t) \in \widetilde{\mathcal{R}}_{\Omega} H_{X}^{-1}$. So (IV) is the error from Wiener chaos truncation of $\dot{U}$, and by the same proof for Term $I_{2}$ in Theorem 3.6, we have that

$$
\begin{aligned}
(I V)=\left\|\dot{U}(t)^{\perp}\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}} & \leq C Q_{M, n}(\mathcal{R}, \widetilde{\mathcal{R}})\|\dot{\mathcal{L}}(t) U(t)\|_{\tilde{\mathcal{R}}_{\Omega} H_{X}^{-1}} \\
& \leq C Q_{M, n}(\mathcal{R}, \widetilde{\mathcal{R}})\|U(t)\|_{\tilde{\mathcal{R}}_{\Omega} H_{0 X}^{1}} \\
& \leq C Q_{M, n}(\mathcal{R}, \widetilde{\mathcal{R}})\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}} .
\end{aligned}
$$

For (III), we use the same arguments as the proof of Proposition 3.8 to obtain

$$
\begin{aligned}
\inf _{\chi \in S^{M, n} \otimes S_{h}}\left\|\dot{U}(t)^{\sharp}-\chi\right\|_{\mathcal{R}_{\Omega} H_{X}^{1}} & \leq C h^{r}\left\|\dot{U}(t)^{\sharp}\right\|_{\mathcal{R}_{\Omega} H_{X}^{r+1}} \\
& \leq C h^{r}\|\dot{\mathcal{L}}(t) U(t)\|_{\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r-1}} \\
& \leq C h^{r}\|U(t)\|_{\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}} .
\end{aligned}
$$

The 2nd inequality follows from the boundedness of $\mathcal{L}^{-1}$ from $\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r-1}$ into $\mathcal{R}_{\Omega} H_{X}^{r+1}$ ensured by (3.28); the 3rd inequality follows from the boundedness of $\dot{\mathcal{L}}$ from $\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}$ into $\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r-1}$ ensured by (3.26).

Combining (III), (IV) with the known estimates for $\|e\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}$,

$$
\begin{aligned}
\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}} \leq( & \left.C h^{r}\|U\|_{\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}}+C Q_{M, n}(\mathcal{R}, \widetilde{\mathcal{R}})\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}}\right) \\
& +\left(C_{M, n} h^{r}\|U\|_{\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}}+C Q_{M, n}(\mathcal{R}, \overline{\mathcal{R}})\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}}\right)
\end{aligned}
$$

We abuse notation again to write $C_{M, n}$ in place of $C\left(1+C_{M, n}\right)$. The result follows by noting that $Q_{M, n}(\mathcal{R}, \overline{\mathcal{R}}) \leq Q_{M, n}(\mathcal{R}, \widetilde{\mathcal{R}})$.

Proposition 4.2. Assume, in addition to the conditions in Proposition 4.1, that

$$
\begin{equation*}
\sum_{k} q_{k}\left(\lambda_{k}^{(3)} C_{A}^{(3)}\right)^{2}<\frac{1}{2} \quad \text { and } \quad \sum_{k} q_{k}\left(\dot{\lambda}_{k}^{*,(3)}\right)^{2}<\infty . \tag{3.29}
\end{equation*}
$$

Then

$$
\left\|\left(\dot{T}_{h}^{M, n}(t)-\dot{T}(t)\right) F\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}} \leq C_{M, n} h^{r+2}\|U\|_{\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}}+C\|F\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{-1}} Q_{M, n}(\mathcal{R}, \widetilde{\mathcal{R}})
$$

Proof. From the proof of the $\left\|e_{t}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}$ estimate, it is clear that the first term with $h^{r}$ is due to the norm from $\left\|e_{t}^{\sharp}\right\|_{S^{M, n} \otimes H_{0 X}^{1}}$, whereas the second term is due to the norm from $\left\|e_{t}^{\perp}\right\|_{\left(S^{M, n}\right)^{\perp} \otimes H_{0 X}^{1}}$. As usual, we leave the second term untouched, and consider only the first term.

We want to estimate $\left\|e_{t}^{\sharp}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}$. For any $\phi \in S^{M, n} \otimes H_{0 X}^{1}$, let $\psi=\psi(t) \in S^{M, n} \otimes H_{X}^{3}$ be the solution of $\mathcal{L}^{*}(t) \psi=\phi$.

Since $\left\langle\left\langle\mathcal{L} e^{\sharp}, \chi\right\rangle\right\rangle=0$ for all $\chi \in S^{M, n} \otimes S_{h}$, differentiating w.r.t. $t$ gives that $\left\langle\left\langle\dot{\mathcal{L}} e^{\sharp}, \chi\right\rangle\right\rangle+$ $\left\langle\left\langle\mathcal{L} e_{t}^{\sharp}, \chi\right\rangle\right\rangle=0$. Hence

$$
\begin{aligned}
\left\langle\left\langle e_{t}^{\sharp}, \phi\right\rangle\right\rangle & =\left\langle\left\langle e_{t}^{\sharp}, \mathcal{L}^{*} \psi\right\rangle\right\rangle=\left\langle\left\langle\mathcal{L} e_{t}^{\sharp}, \psi\right\rangle\right. \\
& =\left\langle\left\langle\mathcal{L} e_{t}^{\sharp}+\dot{\mathcal{L}} e^{\sharp}, \psi+\chi\right\rangle\right\rangle-\left\langle\left\langle\dot{\mathcal{L}} e^{\sharp}, \psi\right\rangle\right\rangle=:(V)-(V I)
\end{aligned}
$$

for all $\chi \in S^{M, n} \otimes S_{h}$.
For Term (V),

$$
\begin{aligned}
|(V)| & \leq\left\|\mathcal{L} e_{t}^{\sharp}+\dot{\mathcal{L}} e^{\sharp}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}} \inf _{\chi \in S^{M, n} \otimes S_{h}}\|\psi-\chi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}} \\
& \leq C\left(\left\|e_{t}^{\sharp}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}+\left\|e^{\sharp}\right\|_{\mathcal{R}_{\Omega} H_{0 X}^{1}}\right) h^{2}\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}} \\
& \leq C_{M, n} h^{r+2}\|U\|_{\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}}\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}} .
\end{aligned}
$$

For Term (VI), notice that $\dot{\mathcal{L}}^{*} \psi \in \mathcal{R}_{\Omega}^{-1} H_{X}^{1}$, so

$$
|(V I)|=\left|\left\langle\left\langle e^{\sharp}, \dot{\mathcal{L}}^{*} \psi\right\rangle\right\rangle_{\mathcal{R}_{\Omega}^{ \pm 1} H_{X}^{ \pm 1}}\right|=\left|\left\langle e^{\sharp}, \dot{\mathcal{L}}^{*} \psi\right\rangle\right\rangle_{\mathcal{R}_{\Omega}^{ \pm 1} H_{X}^{\mp 1}} \mid
$$

$$
\begin{aligned}
& \leq\left\|e^{\sharp}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}\left\|\dot{\mathcal{L}}^{*} \psi\right\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}} \leq C\left\|e^{\sharp}\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}\|\psi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{3}} \\
& \leq C_{M, n} h^{r+2}\|U\|_{\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}}\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}} .
\end{aligned}
$$

The penultimate inequality holds due to the second inequality in (3.29).
Combining,

$$
\left\|e_{t}^{\sharp}\right\|_{\mathcal{R} H_{X}^{-1}}=\sup _{\phi \in S^{M, n} \otimes H_{0 X}^{1}} \frac{\left|\left\langle\left\langle e_{t}^{\sharp}, \phi\right\rangle\right\rangle\right|}{\|\phi\|_{\mathcal{R}_{\Omega}^{-1} H_{X}^{1}}} \leq C_{M, n} h^{r+2}\|U\|_{\widetilde{\mathcal{R}}_{\Omega} H_{X}^{r+1}} .
$$

4.2. The parabolic problem with time-dependent operators. We are now in the position to prove the parabolic estimates.

Theorem 4.3. Let $u \in \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{0 X}^{1} \cap \mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m+2}$ be the solution to the stochastic parabolic equation, and assume that the conditions in Theorem 3.9 hold. For the weights $\mathcal{R}$, assume that (3.27) and (3.29) hold, where $\widetilde{\mathcal{R}}: \tilde{r}_{\alpha}^{2}=\tilde{q}^{\alpha} /|\alpha|$ ! satisfies (3.26) and

$$
\sum_{k} \frac{\tilde{q}_{k}}{q_{k}^{\prime}}<\frac{1}{2}
$$

Then we have the estimates

$$
\begin{aligned}
& \left\|u_{h}^{M, n}-u\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}} \\
& \leq \\
& C_{M, n} h^{m+1}\left(\|f\|_{\overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{m}}+\left\|f_{t}\right\|_{\overline{\mathcal{R}}_{\Omega} L_{T}^{2} H_{X}^{m-2}}+\|v\|_{\overline{\mathcal{R}}_{\Omega} H_{X}^{m+1}}\right) \\
& \quad+C Q_{M, n}\left(\mathcal{R}, \mathcal{R}^{\prime}\right)\left(\left\|f-u_{t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{-1}}+\left\|f_{t}-u_{t t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{-1}}+\left\|f(t)-u_{t}(t)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{-1}}\right)
\end{aligned}
$$

Proof. We set

$$
\begin{aligned}
e_{h}(t) & :=u_{h}^{M, n}(t)-u(t) \\
& =\left(u_{h}^{M, n}(t)-T_{h}^{M, n}(t)\left(f(t)-u_{t}(t)\right)\right)+\left(\left(T_{h}^{M, n}(t)-T(t)\right)\left(f(t)-u_{t}(t)\right)\right) \\
& =\theta(t)+\pi(t)
\end{aligned}
$$

Up to the point of equation (3.23), the proof of Theorem 3.9 is followed identically to yield estimates for $\theta, \pi$. Thus,

$$
\begin{aligned}
\|\pi(t)\|_{\mathcal{R}_{\Omega} L_{X}^{2}} & =\left\|\left(T_{h}^{M, n}(t)-T(t)\right)\left(f-u_{t}(t)\right)\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}} \\
& \leq C_{M, n} h^{m+1}\|u(t)\|_{\mathcal{R}_{\Omega} H_{X}^{m+1}}+C\left\|f(t)-u_{t}(t)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{-1}} Q_{M, n}\left(\mathcal{R}, \mathcal{R}^{\prime}\right)
\end{aligned}
$$

and

$$
\|\theta(t)\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2} \leq\|\theta(0)\|_{\mathcal{R}_{\Omega} L_{X}^{2}}^{2}+2 \epsilon_{0} \int_{0}^{t}\left\|\left(\Pi_{h}^{M, n} u-u\right)_{t}(s)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}^{2} d s
$$

To estimate $\left\|\left(\Pi_{h}^{M, n} u-u\right)_{t}(s)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}}$,

$$
\begin{aligned}
& \left(\Pi_{h}^{M, n} u-u\right)_{t}(t)=\frac{\mathrm{d}}{\mathrm{~d} t}\left(T_{h}^{M, n}(t)-T(t)\right)\left(f(t)-u_{t}(t)\right) \\
& =\left(\dot{T}_{h}^{M, n}(t)-\dot{T}(t)\right)\left(f(t)-u_{t}(t)\right)+\left(T_{h}^{M, n}(t)-T(t)\right)\left(f_{t}(t)-u_{t t}(t)\right)
\end{aligned}
$$

So from Proposition 4.2,

$$
\begin{aligned}
& \left\|\left(\Pi_{h}^{M, n} u-u\right)_{t}(t)\right\|_{\mathcal{R}_{\Omega} H_{X}^{-1}} \\
& \leq C_{M, n} h^{m+3}\left\|f(t)-u_{t}(t)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{m}}+C Q_{M, n}(\mathcal{R}, \widetilde{\mathcal{R}})\left\|f(t)-u_{t}(t)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{-1}} \\
& \quad+C_{M, n} h^{m+1}\left\|f_{t}(t)-u_{t t}(t)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{m-2}}+C Q_{M, n}(\mathcal{R}, \widetilde{\mathcal{R}})\left\|f_{t}(t)-u_{t t}(t)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{-1}}
\end{aligned}
$$

Putting together the estimates for $\theta(t)=u_{h}^{M, n}(t)-\Pi_{h}^{M, n} u(t)$ and $\pi(t)=\Pi_{h}^{M, n} u(t)-u(t)$,

$$
\begin{aligned}
& \left\|u_{h}^{M, n}-u\right\|_{\mathcal{R}_{\Omega} L_{X}^{2}} \\
& \leq C_{M, n} h^{m+1}\left(h^{2}\|u\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m+2}}+\left\|u_{t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{m}}+\|u(t)\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{m+1}}\right) \\
& +C Q_{M, n}\left(\mathcal{R}, \mathcal{R}^{\prime}\right)\left(\left\|f-u_{t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{-1}}+\left\|f_{t}-u_{t t}\right\|_{\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{-1}}+\left\|f(t)-u_{t}(t)\right\|_{\mathcal{R}_{\Omega}^{\prime} H_{X}^{-1}}\right)
\end{aligned}
$$

as desired.

## 5. Numerical Simulations

We perform numerical simulations in order to test the error estimates (3.21). There are several aspects of the error estimates that are worth investigation.
(1) The spectral convergence in $n$, coming from the second term in $Q_{M, n}$. This spectral convergence has been shown in [65] for the corresponding elliptic equation.
(2) The factor $C_{M, n}$. Theorem 3.6 gives an upper bound for $C_{M, n}=C^{\prime}\binom{M+n}{M}$. However, a tighter upper bound has been conjectured ${ }^{1}$ that for $C_{M, n}$ that is independent of $M, n$.
(3) The optimality of the relationship between the convergence order $h^{m+1}$ and the weighted space $\mathcal{R}_{\Omega} H_{X}^{m+1}$. How critical is the stochastic weights in the order of convergence?
5.1. A (Simple) Model Problem. To investigate the above questions, we simulate the 1D equation

$$
\begin{align*}
& \frac{\partial u}{\partial t}=\Delta u+\delta_{\dot{W}}(\Delta u)+f, \quad \text { for } x \in(0, \pi), t \in(0, T]  \tag{3.30}\\
& u(0, t)=u(\pi, t)=0, \quad u(x, 0)=v(x)
\end{align*}
$$

where $\dot{W}(x)=\sum_{k} \mathfrak{u}_{k}(x) \xi_{k}$ is a spatial Gaussian white noise on $L_{2}(0, \pi)$. For the CONS in $L_{2}(0, \pi)$, we take

$$
\begin{aligned}
& \mathfrak{u}_{1}(x)=\sqrt{\frac{1}{\pi}} \\
& \mathfrak{u}_{k}(x)=\sqrt{\frac{2}{\pi}} \cos (k-1) \pi
\end{aligned}
$$

In the notation of (3.1), $\mathcal{A}=-\Delta$ and $\mathcal{M}=\left(\mathcal{M}_{1}, \mathcal{M}_{2}, \ldots\right)$, where $\mathcal{M}_{k} u=\left(\mathfrak{u}_{k}(x) u_{x}(x)\right)_{x}$. Then the propagator system is

$$
\begin{aligned}
& \frac{\partial u_{\alpha}}{\partial t}=\Delta u_{\alpha}+\sum_{k} \sqrt{\alpha_{k}} \mathcal{M}_{k} u_{\alpha-\varepsilon_{k}}, \quad \text { for } x \in(0, \pi), t \in(0, T] \\
& u_{\alpha}(0, t)=u_{\alpha}(\pi, t)=0, \quad u_{\alpha}(x, 0)=v_{\alpha}(x) .
\end{aligned}
$$

The relevant constants are: $C_{A}^{\text {ellip }}=\left(1+C^{\text {poinc }}\right)=(1+\pi)$; the constants $\lambda_{k}^{(s)}$ in $\left\|\mathcal{M}_{k} u\right\|_{H^{s-2}} \leq \lambda_{k}^{(s)}\|u\|_{H^{s}}$ are

$$
\begin{array}{ll}
\lambda_{1}=\sqrt{\frac{1}{X}}, & \lambda_{1}^{(s)} \sim k^{0} \\
\lambda_{k}=\sqrt{\frac{2}{X}}, & \lambda_{k}^{(s)} \sim k^{s-1}
\end{array}
$$

[^2]For the numerical simulations, we solve the SPDE on the interval $(0, \pi)$ up to final time $T=0.1$. We fabricate the solution of the SPDE, by fixing the solution to be

$$
\begin{aligned}
u_{(0)}(x, t) & =0 \\
u_{\alpha}(x, t) & =\frac{|\alpha|!}{\sqrt{\alpha!}} \sum_{\substack{k \geq 1 \\
\alpha k \neq 0}} \sin (k x)\left(e^{-k^{2} t}-1\right)
\end{aligned}
$$

This fabricated solution $u$ is rather spatially rough, but this is all the better for demonstrating some important features of the error estimates. Based on the fabricated solution, we reverse engineer the input data of the equation; that is, the solution $u$ is obtained with zero initial conditions and with forcing term

$$
f_{\alpha}=-\frac{|\alpha|!}{\sqrt{\alpha!}} \sum_{\substack{k \geq 1 \\ \alpha_{k} \neq 0}} k^{2} \sin (k x)-\frac{|\alpha|!}{\sqrt{\alpha!}} \sum_{\substack{k \geq 1 \\ \alpha_{k} \neq 0}} \sum_{\substack{l \geq 1 \\ \alpha_{l}-\delta_{k l} \neq 0}} \frac{\alpha_{k}}{|\alpha|}\left(e^{-k^{2} t}-1\right)\left(\mathfrak{u}_{k}(x)(\sin (l x))_{x}\right)_{x}
$$

For the weighted space $\mathcal{R} L_{2}\left(\Omega ; H^{s}\right)$ with weights $r_{\alpha}^{2}=q^{\alpha} /|\alpha|!$, and for any $s \in \mathbb{N}_{0}$,

$$
\begin{equation*}
\|u\|_{\mathcal{R}_{\Omega} H_{X}^{s}} \quad \text { provided } \quad q_{k} \sim k^{-(2 s+1+\delta)} . \tag{3.31}
\end{equation*}
$$

Indeed,

$$
\begin{aligned}
\sum_{\alpha \in \mathcal{J}} \frac{q^{\alpha}}{|\alpha|!}\left\|u_{\alpha}\right\|_{H^{s}}^{2} & =\sum_{n=0}^{\infty} \sum_{|\alpha|=n} \sum_{k \geq 1} \mathbf{1}_{\left\{\alpha_{k} \neq 0\right\}} q^{\alpha} \frac{|\alpha|!}{\alpha!}\left\|\left(e^{-k^{2} t}-1\right) \sin (k x)\right\|_{H^{s}}^{2} \\
& =\sum_{n=0}^{\infty} \sum_{k \geq 1}\left(e^{-k^{2} t}-1\right)^{2}\|\sin (k x)\|_{H^{s}}^{2}\left(\sum_{|\alpha|=n} q^{\alpha} \frac{|\alpha|!}{\alpha!}-\sum_{|\alpha|=n} \mathbf{1}_{\left\{\alpha_{k}=0\right\}} q^{\alpha} \frac{|\alpha|!}{\alpha!}\right) \\
& =\sum_{n=0}^{\infty} \sum_{k \geq 1}\left(e^{-k^{2} t}-1\right)^{2}\|\sin (k x)\|_{H^{s}}^{2}\left(\bar{q}^{n}-\left(\bar{q}-q_{k}\right)^{n}\right)
\end{aligned}
$$

where $\bar{q}=\sum_{k \geq 1} q_{k}$. Since $\bar{q}^{n}-\left(\bar{q}-q_{k}\right)^{n} \leq n \bar{q}^{n-1} q_{k}$ by the mean value theorem,

$$
\|u\|_{\mathcal{R}_{\Omega} H_{X}^{s}}^{2} \leq \sum_{n=0}^{\infty} n \bar{q}^{n-1} \sum_{k \geq 1}\left(e^{-k^{2} t}-1\right)^{2} \frac{C}{\pi} k^{2 s} q_{k}
$$

Similarly, we find that $u_{t} \in \mathcal{R}_{\Omega} H_{X}^{s-2}$, and it follows by Lemma 3.2 that $f \in \mathcal{R}_{\Omega} H_{X}^{s-2}$.
The weights. We consider $u(t)$ belonging to $\mathcal{R}_{\Omega}^{\prime} L_{T}^{2} H_{X}^{3}$. For concreteness' sake, we take the weights $\left(r_{\alpha}^{\prime}\right)^{2}=\rho^{\alpha} /|\alpha|!$, with $\rho_{k}=\hat{\rho} k^{-8}$ and $\hat{\rho}=0.5<\sum_{k} k^{-8}$. Then according
to Theorem 3.9, we measure the error in the norm $\mathcal{R}_{\Omega} L_{X}^{2}$ with weights $r_{\alpha}^{2}=q^{\alpha} /|\alpha|$ !, and $q_{k}=\hat{q} k^{-10}$ satisfying the two conditions (3.22),

$$
\sum_{k \geq 1} \hat{q} k^{-10}\left(\lambda_{k} C_{A}^{\text {ellip }}\right)^{2}<\frac{1}{2}, \quad \text { and } \quad \sum_{k \geq 1} \frac{\hat{q} k^{-10}}{\hat{\rho} k^{-9}}<\frac{1}{2} .
$$

So, we take

$$
\hat{q}=0.01<\min \left\{\frac{\hat{\rho}}{2}\left(\sum_{k} k^{-2}\right)^{-1}, \frac{\pi}{4\left(C_{A}^{\text {ellip }}\right)^{2}}\left(\sum_{k} k^{-10}\right)^{-1}\right\} .
$$

Code Specifications. For the finite element discretization, we implemented the $\mathrm{cG}(2)$ method. The domain $(0, \pi)$ is partitioned into $M+1$ uniform subintervals of length $h:=$ $\pi /(M+1)$. The subintervals are labelled $I_{i}=\left[x_{i-1}, x_{i}\right]$ for $i=1, \ldots M+1$, where the grid points are $x_{i}=i h$ for $i=0, \ldots M+1$. The nodal basis $\Phi_{l}(x)=\phi_{l / 2}(x)$ is given by

$$
\begin{aligned}
& \phi_{i-1 / 2}(x)=\mathbf{1}_{I_{i}}(x) 4 h^{-2}\left(x_{i}-x\right)\left(x-x_{i-1}\right) \\
& \phi_{i}(x)=\mathbf{1}_{I_{i}}(x) 2 h^{-2}\left(x-x_{i-1 / 2}\right)\left(x-x_{i-1}\right)+\mathbf{1}_{I_{i+1}}(x) 2 h^{-2}\left(x-x_{i+1 / 2}\right)\left(x-x_{i+1}\right)
\end{aligned}
$$

for $l=1, \ldots, 2 M+1$. The mass, stiffness and noise matrices are symmetric 5 -banded sparse matrices given by $\mathbb{M}_{l, l^{\prime}}^{m a s s}=\left(\Phi_{l}, \Phi_{l^{\prime}}\right)$, and $\mathbb{M}_{l, l^{\prime}}^{s t i f f}=\left(\Phi_{l}^{\prime}, \Phi_{l^{\prime}}^{\prime}\right)$, and $\mathbb{M}_{k ; l, l^{\prime}}^{n o i s e}=\left(\mathfrak{u}_{k} \Phi_{l}^{\prime}, \Phi_{l^{\prime}}^{\prime}\right)$.

Time stepping is implemented via a 2nd order Runge Kutta method

$$
\begin{aligned}
u^{(1)} & =u^{n}+\Delta t L\left(u^{n}\right) \\
u^{n+1} & =\frac{1}{2}\left(u^{n}+u^{(1)}+\Delta t L\left(u^{(1)}\right)\right) .
\end{aligned}
$$

We took $\Delta t / h^{2}=0.03$. Then the maximal order of convergence in each deterministic equation is $h^{3}$.

Test of Error Estimate. The basic error estimate has 3 terms ${ }^{2}$

$$
C\binom{N+p}{p} h^{m+1}\|u\|_{\mathcal{R}_{\Omega} H_{X}^{m+1}}+C \hat{Q}_{N}^{1 / 2}+C \hat{Q}^{(p+1) / 2}
$$

with $m=2$. In the second term, $\hat{Q}_{N}=\sum_{k \geq N+1} q_{k}\left(\lambda_{k} C_{A}\right)^{2}+\frac{q_{k}}{\bar{q}_{k}} \sim N^{-1}$, by our choice of $q_{k} \sim k^{-10}$.

To investigate the relationship between $N$ and $h$, in the first term we couple $h$ and $N$ by setting $h=N^{-p^{\prime}}$ for $p^{\prime}$ chosen in the following way. We estimate $\binom{N+p}{p}=\frac{(N+p) \ldots(N+1)}{p!} \sim$

[^3]Error (and order of convergence) from finite element approximation

|  | $N=4$ | 8 | 12 | 16 | 20 |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $p=2$ | $1.1609 \mathrm{e}-11$ | $6.0927 \mathrm{e}-13$ <br> $(4.25)$ | $8.5121 \mathrm{e}-14$ <br> $(4.85)$ | $2.6567 \mathrm{e}-14$ <br> $(4.05)$ | $9.9758 \mathrm{e}-15$ <br> $(4.39)$ |
| $p=3$ | $7.0086 \mathrm{e}-13$ | $9.4364 \mathrm{e}-15$ <br> $(6.21)$ | $6.715 \mathrm{e}-16$ <br> $(6.52)$ | $1.0689 \mathrm{e}-16$ <br> $(6.39)$ | $2.3028 \mathrm{e}-17$ <br> $(6.88)$ |
| $p=4$ | $3.8629 \mathrm{e}-14$ | $1.4847 \mathrm{e}-16$ <br> $(8.02)$ | $4.8386 \mathrm{e}-18$ <br> $(8.44)$ | $4.114 \mathrm{e}-19$ <br> $(8.57)$ | $5.7714 \mathrm{e}-20$ <br> $(8.80)$ |

Table 1. Absolute errors (and convergence orders) from the finite element part under the weights $q_{k} \sim k^{-10}$. (Values are squared of the error norm.)

| Error from white noise truncation (fixed $p$ ) |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $N=4$ | 8 | 12 | 16 | 20 |
| $p=2$ | $1.1903 \mathrm{e}-10$ | $2.6821 \mathrm{e}-12$ | $1.7075 \mathrm{e}-13$ | $1.7931 \mathrm{e}-14$ | $2.7177 \mathrm{e}-15$ |
| $p=3$ | $1.1906 \mathrm{e}-10$ | $2.6828 \mathrm{e}-12$ | $1.708 \mathrm{e}-13$ | $1.7936 \mathrm{e}-14$ | $2.7185 \mathrm{e}-15$ |
| $p=4$ | $1.1906 \mathrm{e}-10$ | $2.6829 \mathrm{e}-12$ | $1.708 \mathrm{e}-13$ | $1.7936 \mathrm{e}-14$ | $2.7185 \mathrm{e}-15$ |
| Order |  | $(5.47)$ | $(6.79)$ | $(7.83)$ | $(8.46)$ |

Table 2. Truncation error (and convergence order) for each fixed $p$. (Values are squared of the error norm.)
$N^{p}$, and match the powers of $N$ in the first two terms, $\binom{N+p}{p} h^{m} \sim N^{p-m p^{\prime}}$ v.s. $N^{-1 / 2}$. So, we choose $p^{\prime}=\frac{1+2 p}{2(m+1)}$. Then, the error estimate reduces to 2 terms

$$
C N^{-1 / 2}+C \hat{Q}^{(p+1) / 2}
$$

In this way, we expect the convergence to be order $-1 / 2$ in $N$, and spectral in $p$.
Error results. We set $h=2 N^{-p^{\prime}}$, where $p^{\prime}=\frac{2 p+1}{2(m+1)}$ with $m=2$. We vary $p=2,3,4$ and $N=4,8,12,16,20$. Clearly, the mesh size $h$ varies with both $N$ and $p$.

For the fabricated solution, it is fairly straightforward to compute the exact truncation error from the stochastic truncation. Thus, we focus our results mostly on the finite element error from the $\mathcal{J}_{N, p}$ part.

The tables 1 and 2 show the errors from the finite element approximation of the modes in $\mathcal{J}_{N, p}$ and from the truncation of the white noise to $N$ dimensions, up to polynomial order $p$. The truncation error for fixed $p$ is the error from the terms $\sum_{\substack{\alpha \notin \mathcal{J}_{N, p} \\ \alpha \mid \leq p}} r_{\alpha}^{2}\left\|u_{\alpha}\right\|_{L_{X}^{2}}^{2}$. The weights were taken to be $q_{k} \sim k^{-10}$. Notice that in some cases, both errors are comparable, while other times the finite element error is insignificant compared to the truncation error. For the error from the $J_{N, p}$ part, the orders of convergence is much higher than the $\mathcal{O}\left(N^{-1 / 2}\right)$ that we tried to match. The order is approximately $5 / 2,7 / 2$ and $9 / 2$ for $p=2,3,4$ respectively,


Figure 1. Order of convergence (in $N$ ) for the $\mathcal{J}_{N, p}$ part, as the power decay of the weights $q_{k} \sim k^{-s}$ varies. (Orders are computed for the square of the error norm.)
which is exactly $N^{p}$ higher than expected. This over-correction calls into question whether the term $\binom{N+p}{p} \sim N^{p}$ is indeed present in the error estimate. Calculating backwards, we might conjecture the term $N^{\tau} h^{m+1}$ with $\tau=0$ instead. This conjecture warrants further investigation. Additionally, we note that the order of convergence in the truncation of white noise is order $N^{-9}$ instead of $N^{-1}$. This is due to the fact that we are estimating the error in the $\mathcal{R}_{\Omega} L_{X}^{2}$ norm, with the weights required for $u$ to possess higher spatial regularity, $\mathcal{R}_{\Omega} H_{X}^{3}$, and which are worse than the weights required for $u$ to be merely $L_{X}^{2}$ in space.

Next, we investigate the relationship between the stochastic weights and the order of convergence in the $\mathcal{J}_{N, p}$ part. For the stochastic weights $\mathcal{R}^{(s)}$ characterized by the decay $q_{k} \sim k^{-s}$, (3.31) relates the power $s$ to the spatial regularity in $H^{s^{\prime}}$ of the solution in $\mathcal{R}_{\Omega}^{(s)} H_{X}^{s^{\prime}}$, and hence also to the convergence order $h^{m+1}$. Figure 1 shows the approximate order of convergence in $N$ as the power $s$ varies, also with the coupling $h=2 N^{-p^{\prime}}$ for $p^{\prime}$ found above. Two features are observed. First, the order of convergence is higher for $p=3$ than for $p=2$, possibly an artifact of the over-correction by the $\binom{N+p}{p}$ term. Second, for $s \lesssim 8$, the order of convergence is almost linear with slope $\approx 1$, whereas for $s \gtrsim 10$, the order of convergence plateaus off. The plateau is due to the convergence order being limited by the $h^{3}$ from the $\mathrm{cG}(2)$ implementation. In view of (3.31), the linear portion of the graph corroborates qualitatively the trade-off between the stochastic weights on the one hand, and the spatial smoothness and order of convergence on the other.

In conclusion, we have seen qualitatively that the finite element order of convergence does depend on the spatial smoothness of the stochastically weighted solution, but further work remains to be done to investigate (the absence of) the $\binom{N+p}{p}$ factor.

## CHAPTER 4

## Unbiased perturbations of the Navier-Stokes equations

Stochastic perturbations of the Navier-Stokes equation have received much attention over the past few decades. Among the early studies of the stochastic Navier-Stokes equations are those by Bensoussan and Temam [6], Foias et al. [17-19], Flandoli $[\mathbf{1 5}, 16]$, etc. Traditionally, the types of perturbations that were proposed includes stochastic forcing by a noise term such as a Gaussian random field or a cylindrical Wiener process, and are broadly accepted as a natural way to incorporate stochastic effects into the system. The stochastic Navier-Stokes equation is underpinned by a familiar physical basis, because it can be derived from Newton's Second Law via the the fluid flow map, using a particular assumption on the stochasticity of the governing SODE of the flow map, known as the Kraichnan turbulence. (See $[\mathbf{5 3}, \mathbf{5 4}]$ and the references therein.) However, due to the nonlinearity in the equations, the stochastic Navier-Stokes equation leads to a biased perturbation; that is, the mean solution of the stochastic equation does not coincide with the solution of the unperturbed equation. In fact, the mean solution and unperturbed solution can differ quite drastically, an observation that is also true for other nonlinear equations such as the stochastic Burgers equation.

To derive a model for an unbiased perturbation of the Navier-Stokes equation, the nonlinear term must be modified. In [55], a quantized stochastic Navier-Stokes equation has been proposed as an unbiased perturbation. The quantized equation replaces the usual product in the nonlinear term with the Wick product, thereby turning the nonlinear term into a stochastic convolution. The replacement with the Wick product preserves the mean because of the identity

$$
\mathbb{E}[u \diamond v]=\mathbb{E} u \mathbb{E} v
$$

Thus, this perturbation is unbiased in the sense that the mean $\mathbb{E} u$ of the solution satisfies the unperturbed Navier-Stokes equation.

Apart from the interpretation of being an unbiased perturbation, the quantized stochastic Navier-Stokes equation also has a physical derivation based on Newton's Second Law. This derivation likewise representation of the fluid flow map, but differs from the aforementioned derivation by the stochasticity assumption in the governing equation of the fluid flow map. In the quantized case, it can be shown that the flow map $\Phi(t, x)$ satisfies

$$
\frac{d \Phi(t)}{d t}=u^{\diamond}(t, \Phi(t))
$$

for smooth functions $u$, where the function $u^{\diamond}$ is the Wick version of $u$. However, we will not delve into the study of the fluid flow map here.

Thus, we will consider the quantized stochastic Navier-Stokes equation on an open bounded domain $D \in \mathbb{R}^{d}, d=2,3$, driven by purely spatial noise,

$$
\begin{align*}
& u_{t}+u^{i} \diamond u_{x_{i}}+\nabla P^{f}=\nu \Delta u+f(t, x)+\left(\sigma^{i}(t, x) u_{x_{i}}+\nabla P^{g}+g(t, x)\right) \diamond \dot{W}(x), \\
& \operatorname{div} u \equiv 0  \tag{4.1}\\
& u(0, x)=w(x),\left.\quad u\right|_{\partial D}=0 .
\end{align*}
$$

where the diffusivity constant is $\nu>0$, and the functions $f, g, \sigma$ are given deterministic $\mathbb{R}^{d}{ }_{-}$ valued functions. Here, the driving noise $\dot{W}(x)=\sum_{k} \mathfrak{u}_{l}(x) \xi_{l}$ is a stationary Gaussian white noise on $L_{2}(D)$, and we assume that $\sup _{l}\left\|\mathfrak{u}_{l}\right\|_{L^{\infty}}<\infty$. Since we restrict the forcing term to be a stationary noise, it is natural to study the related steady solution of the stationary Navier-Stokes equation,

$$
\begin{align*}
& \bar{u}^{i} \diamond \bar{u}_{x_{i}}+\nabla \bar{P}^{f}=\nu \Delta \bar{u}+\bar{f}(x)+\left(\bar{\sigma}^{i}(x) \bar{u}_{x_{i}}+\nabla \bar{P}^{g}(x)+\bar{g}(x)\right) \diamond \dot{W}(x) \\
& \operatorname{div} \bar{u} \equiv 0  \tag{4.2}\\
& \left.\bar{u}\right|_{\partial D}=0 .
\end{align*}
$$

where $\bar{f}(x), \bar{g}(x), \bar{\sigma}(x)$ are given deterministic $\mathbb{R}^{d}$-valued functions.
The analysis of the quantized Navier-Stokes equation relies on studying the propagator system. The propagator system is a lower triangular system, thus the analysis is amenable to the same induction procedure used in the earlier chapters. As a side note, we remark that in comparison, the usual stochastic Navier-Stokes equation has a propagator system that is a full system of equations which, comparatively, are a much tougher beast to tackle using the Wiener chaos expansion. Additionally, apart from the zero-th chaos mode which,
being the mean, solves the deterministic Navier-Stokes equation, all higher modes in the propagator system solves a linearized Stokes equation. Thus, where a result is known for the deterministic Navier-Stokes equation, it is sometimes the case that an analogous result may be shown for the quantized equation. For instance, the existence of a unique stationary solution of (4.2) requires the same condition on the largeness of the viscosity $\nu$ as does the existence of a unique steady solution of the deterministic equation (4.8a).

There is substantial theory on the steady solutions of the deterministic Stokes and Navier-Stokes equations, the long time convergence of a time-dependent solution to the steady solution, as well as other dynamical behaviour of the solution. In the subsequent sections, we begin to study some of these same questions for the quantized Navier-Stokes equation, focusing on the large viscosity case where the uniqueness of steady solutions and long time convergence has been established in the deterministic setting. We will study the existence of a unique stationary solution of (4.2) as well as the existence of a unique timedependent solution of (4.1) on a finite time interval. The Wiener chaos expansion and the propagator system will be the central tool in obtaining a generalized solution, but to place the solution in a Kondratiev space involves a useful result invoking the Catalan numbers. The Catalan numbers arises naturally from the convolution of the Wiener chaos modes in the nonlinear term. It was used to study the Wick version of the Burgers equation [34]. The long time convergence of a time-dependent solution to a steady state solution is also presented, though the theory here is not complete - the convergence in the generalized sense and in a Kondratiev space are shown separately with differing sets of assumptions. Continuing work is done to reconcile the disparity.

## 1. Functional analysis framework

To study equations (4.1) and (4.2), we adopt the variational/weak formulation in [59, 60]. Denote the following spaces

$$
\begin{aligned}
\mathcal{V} & :=\left\{v \in C_{0}^{\infty}(D)^{n}: \operatorname{div} v=0\right\} \\
V & :=\text { closure of } \mathcal{V} \text { in the } H_{0}^{1}(D) \text { norm } \equiv\left\{u \in H_{0}^{1}(D): \operatorname{div} u=0\right\} \\
H & :=\text { closure of } \mathcal{V} \text { in the } L^{2}(D) \text { norm }|\cdot| \\
V^{\prime} & :=\text { dual space of } V \text { w.r.t. inner product in } H
\end{aligned}
$$

Also denote the norms in $V$ and $V^{\prime}$ by $\|w\|_{V}=|\nabla w|$ and $\|f\|_{V^{\prime}}$, respectively.
The operator ${ }^{1}-\Delta$ on $H$, defined on the domain $\operatorname{dom}(-\Delta)$, is symmetric positive definite and thus defines a norm via $|\Delta w|$, which is equivalent to the norm $\|w\|_{H^{2}}$. For $m \in \mathbb{R}$, define the norms $|w|_{m}=\left|(-\Delta)^{m / 2} w\right|$ on the closed subspace

$$
V_{m}:=\operatorname{dom}\left((-\Delta)^{m / 2}\right)=\left\{v \in H^{m}: \operatorname{div} v=0\right\}
$$

The norms $|w|_{m}$ and $\|w\|_{H^{m}}$ are equivalent. We have a constant $c_{1}$ so that

$$
c_{1}\|\cdot\|_{H^{1}}^{2} \leq|w|_{1}^{2} \leq \frac{1}{c_{1}}\|\cdot\|_{H^{1}}^{2} .
$$

Note that $|w|_{1}=\|w\|_{V}$. Denote $\lambda_{1}>0$ to be the smallest eigenvalue of $-\Delta$, then we have a Poincare inequality,

$$
\begin{equation*}
\lambda_{1}|v|^{2} \leq\|v\|_{V}^{2}, \quad \text { for } v \in V . \tag{4.3}
\end{equation*}
$$

Define the trilinear continuous form $b$ on $V \times V \times V$ by

$$
b(u, v, w)=\int_{D} u^{k} \partial_{x_{k}} v^{j} w^{j} d x
$$

and the mapping $B: V \times V \rightarrow V^{\prime}$ by

$$
\langle B(u, v), w\rangle=b(u, v, w) .
$$

It is easy to check that

$$
b(u, v, w)=-b(u, w, v), \quad \text { and } \quad b(u, v, v)=0
$$

for all $u, v, w \in V . B$ and $b$ have many useful properties that follow from the following lemma.

Lemma 1.1 (Lemma 2.1 in [59]). The form $b$ is defined and is trilinear continuous on $H^{m_{1}} \times H^{m_{2}+1} \times H^{m_{3}}$, where $m_{i} \geq 0$ and

$$
\begin{array}{ll}
m_{1}+m_{2}+m_{3} \geq \frac{d}{2} & \text { if } m_{i} \neq \frac{d}{2}, \quad i=1,2,3,  \tag{4.4}\\
m_{1}+m_{2}+m_{3}>\frac{d}{2} & \text { if } m_{i}=\frac{d}{2}, \\
\text { some } i .
\end{array}
$$

[^4]In view of Lemma 1.1, let $c_{b}$ be the constant in

$$
|b(u, v, w)| \leq c_{b}|u|_{m_{1}}|v|_{m_{2}+1}|w|_{m_{3}}
$$

where $m_{i}$ satisfies (4.4). Also let $c_{d}, d=2,3$, be the constants in

$$
\begin{array}{ll}
|b(u, v, w)| \leq c_{2}|u|^{1 / 2}\|u\|_{V}^{1 / 2}\|v\|_{V}^{1 / 2}|\Delta v|^{1 / 2}|w| & \text { if } d=2 \\
|b(u, v, w)| \leq c_{3}\|u\|_{V}\|v\|_{V}^{1 / 2}|\Delta v|^{1 / 2}|w| & \text { if } d=3
\end{array}
$$

for all $u \in V, v \in \operatorname{dom}(-\Delta)$, and $w \in H$ (equations (2.31-32) in [59]). Other useful consequences of Lemma 1.1 is that $B(\cdot, \cdot)$ is a bilinear continuous operator from $V \times H^{2} \rightarrow$ $L^{2}$, and also from $H^{2} \times V \rightarrow L^{2}$.

In order to define the weak solution of (4.1), we recall that for a smooth function $p$, $(\nabla p, v)=0$ for all $v \in V$. This leads us to define the weak solution by taking the test function space $V$, so that the pressure term drops out.

Definition 1.2. A generalized weak solution of (4.1) is a generalized random element $u \in \mathcal{D}^{\prime}\left(L^{2}\left(0, T ; H_{0}^{1}(D)\right)\right)$ such that

$$
\begin{equation*}
\left\langle\left\langle u_{t}+u^{i} \diamond u_{x_{i}}, \phi\right\rangle\right\rangle=\left\langle\left\langle\nu \Delta u+f(t, x)+\left(\sigma^{i}(t, x) u_{x_{i}}+\nabla P^{g}+g(t, x)\right) \diamond \dot{W}(x), \phi\right\rangle\right\rangle \tag{4.5}
\end{equation*}
$$

for all test functions $\phi \in \mathcal{D}(V)$.

The pressure terms. The pressure terms $P^{f}, P^{g}$ are determined from the velocity field $u$. The term $P^{g}$ is defined so that the white noise multiplies a divergence-free term. Specifically, define $P^{g}$ to be the solution of

$$
\begin{equation*}
-\Delta P^{g}=u_{x_{k}}^{j} \sigma_{x_{j}}^{k}+\operatorname{div} g \tag{4.6}
\end{equation*}
$$

and set $\beta:=\nabla P^{g}+u_{x_{k}} \sigma^{k}+g$. Clearly, $\operatorname{div} \beta=0$ as desired. Then, from the equation, $P^{f}$ solves

$$
-\Delta P^{f}=u_{x_{k}}^{j} \diamond u_{x_{j}}^{k}-\operatorname{div} f-\beta \diamond(\nabla \dot{W}(x)) .
$$

Using the Wiener chaos expansion, we will study equations (4.1) and (4.2) through the analysis of the propagator system of the QsNS equations. The technique is similar to

Chapter 3. We recall from (2.6) that

$$
\left(u^{i} \diamond \partial_{x_{i}} u\right)_{\alpha}=\sum_{0 \leq \gamma \leq \alpha} \sqrt{\binom{\alpha}{\gamma}}\left(u_{\gamma}, \nabla\right) u_{\alpha-\gamma} .
$$

Applying the above formula, we obtain the propagator system of (4.1),

$$
\begin{gather*}
\partial_{t} u_{0}+B\left(u_{0}, u_{0}\right)=\nu \Delta u_{0}+f \\
\operatorname{div} u_{(0)}=0  \tag{4.7a}\\
u_{(0)}(0, x)=w(x),\left.\quad u_{\alpha}\right|_{\partial D}=0 . \\
\partial_{t} u_{\alpha}+B\left(u_{\alpha}, u_{(0)}\right)+B\left(u_{(0)}, u_{\alpha}\right)+\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} B\left(u_{\gamma}, u_{\alpha-\gamma}\right) \\
=\nu \Delta u_{\alpha}+\sum_{l} \sqrt{\alpha_{l}} u_{l}(x)\left(\sigma^{i} \partial_{x_{i}} u_{\alpha-\epsilon_{l}}+\nabla P_{\alpha-\epsilon_{l}}^{g}+\mathbf{1}_{\alpha=\epsilon_{l} l} g\right)  \tag{4.7b}\\
\operatorname{div} u_{\alpha}=0 \\
u_{\alpha}(0, x)=0,\left.\quad u_{\alpha}\right|_{\partial D}=0
\end{gather*}
$$

with equality holding in $V^{\prime}$. Similarly, the propagator system of (4.2) is

$$
\begin{gather*}
B\left(\bar{u}_{0}, \bar{u}_{0}\right)=\nu \Delta \bar{u}_{0}+\bar{f} \\
\operatorname{div} \bar{u}_{(0)}=0,\left.\quad \bar{u}_{(0)}\right|_{\partial D}=0  \tag{4.8a}\\
B\left(\bar{u}_{\alpha}, \bar{u}_{(0)}\right)+B\left(\bar{u}_{(0)}, \bar{u}_{\alpha}\right)+\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} B\left(\bar{u}_{\gamma}, \bar{u}_{\alpha-\gamma}\right) \\
=\nu \Delta u_{\alpha}+\sum_{l} \sqrt{\alpha_{l}} u_{l}(x)\left(\bar{\sigma}^{i} \partial_{x_{i}} \bar{u}_{\alpha-\epsilon_{l}}+\nabla \bar{P}_{\alpha-\epsilon_{l}}^{g}+\bar{g}_{\alpha-\epsilon_{l}}\right) \\
\operatorname{div} \bar{u}_{\alpha}=0,\left.\quad \bar{u}_{\alpha}\right|_{\partial D}=0
\end{gather*}
$$

with equality holding in $V^{\prime}$.
The zeroth mode $u_{(0)}=\mathbb{E} u$ is the mean of (4.1) and solves the the unperturbed NavierStokes equations (4.7a).

## 2. Stationary QSNS

Given deterministic functions $\bar{f}, \bar{g}, \bar{\sigma} \in L_{2}(D)$, we seek a weak/variational solution $\bar{u} \in$ $\mathcal{D}^{\prime}(V)$ (generalized random element with values in $V$ ) satisfying

$$
\begin{equation*}
-\nu\langle\langle\Delta \bar{u}, \varphi\rangle\rangle+\left\langle\left\langle\bar{u}^{i} \diamond \partial_{x_{i}} \bar{u}, \varphi\right\rangle\right\rangle=\langle\langle\bar{f}, \varphi\rangle\rangle+\left\langle\left\langle\left(\bar{\sigma}^{i} \partial_{x_{i}} \bar{u}+\nabla \bar{P}^{g}+\bar{g}\right) \diamond \dot{W}(x), \varphi\right\rangle\right\rangle \tag{4.9}
\end{equation*}
$$

for all test random elements $\varphi \in \mathcal{D}(V)$.

We will first show the existence and uniqueness of a generalized strong solution.

Proposition 2.1. Assume the dimension $d=2,3$. Assume $\bar{f}, \bar{g}, \bar{\sigma}$ are deterministic functions satisfying

$$
\begin{array}{r}
\bar{f}, \bar{g}, \bar{\sigma} \in H, \\
\nu^{2}>c_{b}\|\bar{f}\|_{V^{\prime}}, \\
\bar{g} \in H^{1}(D), \quad \bar{\sigma} \in W^{1, \infty}(D) . \tag{A2}
\end{array}
$$

Then there exists a unique generalized strong solution $u \in \mathcal{D}^{\prime}\left(H^{2}(D) \cap V\right)$ of (4.2).

Remark. It is interesting to note that condition (A1) in Proposition 2.1, that ensures the existence of a generalized strong solution, is the same condition that ensure the uniqueness of the strong solution of the deterministic Navier-Stokes equation. Thus, Proposition 2.1 generalizes the analogous result in the deterministic Navier-Stokes theory, which is the special subcase when $\bar{g}=\bar{\sigma}=0$.

## Proof.

Solution for $\alpha=(0)$. The equation for $\bar{u}_{0}$ is the deterministic stationary Navier-Stokes equation, for which the existence and uniqueness of weak solutions is well-known [59,60]. From (A1), there exists a unique weak solution $\bar{u}_{0} \in V$ of (4.8a) satisfying

$$
\begin{equation*}
\left\|\bar{u}_{0}\right\|_{V} \leq \frac{1}{\nu}\|\bar{f}\|_{V^{\prime}}<\frac{\nu}{c_{b}} \tag{4.10}
\end{equation*}
$$

Moreover, since $\bar{f} \in L_{2}(D)$, then $\bar{u}_{0} \in \operatorname{dom}(-\Delta)$, with

$$
\left|\Delta \bar{u}_{0}\right| \leq \frac{2}{\nu}|\bar{f}|+\frac{c_{d}^{2}}{\nu^{5} \lambda_{1}^{3 / 2}}|\bar{f}|^{3} .
$$

The bilinear form $\bar{a}_{0}(\cdot, \cdot)$. Define the bilinear continuous form $\bar{a}_{0}$ on $V \times V$ by

$$
\begin{equation*}
\bar{a}_{0}(u, v)=\nu(\nabla u, \nabla v)+b\left(u, \bar{u}_{0}, v\right)+b\left(\bar{u}_{0}, u, v\right) \tag{4.11}
\end{equation*}
$$

where $\bar{u}_{0}(x)$ is the solution of the stationary (deterministic) Navier-Stokes equation (4.8a) just found. Also define the mapping $\bar{A}_{0}: V \rightarrow V^{\prime}$, by

$$
\left\langle\bar{A}_{0}(u), v\right\rangle=\bar{a}_{0}(u, v), \quad \text { for all } v \in V .
$$

Then (4.8b) can be written as

$$
\bar{A}_{0}\left(\bar{u}_{\alpha}\right)=-\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} B\left(\bar{u}_{\gamma}, \bar{u}_{\alpha-\gamma}\right)+\sum_{l} \sqrt{\alpha_{l}} \mathfrak{u}_{l}(x)\left(\bar{\sigma}^{i} \partial_{x_{i}} \bar{u}_{\alpha-\epsilon_{l}}+\nabla \bar{P}_{\alpha-\epsilon_{l}}^{g}+\mathbf{1}_{\alpha=\epsilon_{l}} \bar{g}\right)
$$

for $|\alpha| \geq 1$.
To obtain the existence and uniqueness of $u_{\alpha}$, we intend to apply the Lax-Milgram lemma to the bilinear form $\bar{a}_{0}(\cdot, \cdot)$. To do this, we first check the coercivity of $\bar{a}_{0}(\cdot, \cdot)$ on $V$.

Lemma 2.2. Assume (A1), and assume $u_{0}$ solves (4.8a) with $f \in V^{\prime}$. Then $\bar{a}_{0}(\cdot, \cdot)$ defined in (4.11) is coercive and bounded on $V$.

Proof. Indeed, for any $v \in V$,

$$
\begin{aligned}
\bar{a}_{0}(v, v) & =\nu|\nabla v|^{2}+b\left(v, \bar{u}_{0}, v\right)+b\left(\bar{u}_{0}, v, v\right) \\
& \geq \nu|\nabla v|^{2}-c_{b}\left\|\bar{u}_{0}\right\|_{V}\|v\|_{V}^{2} \\
& =\left(\nu-c_{b}\left\|\bar{u}_{0}\right\|_{V}\right)\|v\|_{V}^{2}=\bar{\beta}\|v\|_{V}^{2}
\end{aligned}
$$

where $\bar{\beta}:=\nu-c_{b}\left\|\bar{u}_{0}\right\|_{V}>0$ by (4.10). Next, $\bar{a}_{0}(\cdot, \cdot)$ is bounded, because

$$
\begin{aligned}
\left|\bar{a}_{0}(v, w)\right| & \leq \nu\|v\|_{V}\|w\|_{V}+\left|b\left(v, \bar{u}_{0}, w\right)\right|+\left|b\left(\bar{u}_{0}, v, w\right)\right| \\
& \leq\left(\nu+c_{b}\left\|\bar{u}_{0}\right\|_{V}\right)\|v\|_{V}\|w\|_{V}
\end{aligned}
$$

for any $v, w \in V$.

We continue with the proof of Proposition 2.1.
Solutions for $\alpha=\epsilon_{l}$. Equation (4.8b) in variational form reduces to finding $\bar{u}_{\epsilon_{l}} \in V$ such that

$$
\bar{a}_{0}\left(\bar{u}_{\epsilon_{l}}, v\right)=\left\langle\mathfrak{u}_{l}\left(\bar{\sigma}^{i} \partial_{x_{i}} \bar{u}_{0}+\nabla \bar{P}_{0}^{g}+\bar{g}\right), v\right\rangle=:\left\langle G_{\epsilon_{l}}, v\right\rangle
$$

for all $v \in V$. To apply the Lax-Milgram lemma to (4.8b), we check that the forcing term

$$
G_{\epsilon_{l}}:=\mathfrak{u}_{l}\left(\bar{\sigma}^{i} \partial_{x_{i}} \bar{u}_{0}+\nabla \bar{P}_{0}^{g}+\bar{g}\right)
$$

belongs to $V^{\prime}$. In fact, we have that $G_{\epsilon_{l}}$ belongs to $L^{2}(D)$. Indeed, due to assumption (A2), $\left|\bar{\sigma}^{i} \partial_{x_{i}} \bar{u}_{0}\right| \leq\|\bar{\sigma}\|_{L^{\infty}}\left\|\bar{u}_{0}\right\|_{V}$, and from (4.6) we have $\left\|\bar{P}_{0}^{g}\right\|_{H^{2}} \leq C\left(\|\bar{\sigma}\|_{W^{1, \infty}}\left\|\bar{u}_{0}\right\|_{V}+\|\bar{g}\|_{H^{1}}\right)$.

So, from (4.10),

$$
\begin{aligned}
\left|G_{\epsilon_{l}}\right| & \leq C\left\|\mathfrak{u}_{l}\right\|_{L^{\infty}}\left(\|\bar{\sigma}\|_{W^{1, \infty}}\left\|\bar{u}_{0}\right\|_{V}+\|\bar{g}\|_{H^{1}}\right) \\
& \leq C\left\|\mathfrak{u}_{l}\right\|_{L^{\infty}}\left(\frac{\nu}{c_{b}}\|\bar{\sigma}\|_{W^{1, \infty}}+\|\bar{g}\|_{H^{1}}\right)
\end{aligned}
$$

By the Lax-Milgram lemma, there exists a unique variational solution $\bar{u}_{\epsilon_{l}} \in V$ with the estimate

$$
\left\|\bar{u}_{\epsilon_{l}}\right\|_{V} \leq \frac{1}{\bar{\beta}} C\left\|\mathfrak{u}_{l}\right\|_{L^{\infty}}\left(\frac{\nu}{c_{b}}\|\bar{\sigma}\|_{W^{1}, \infty}+\|\bar{g}\|_{H^{1}}\right) .
$$

Additionally, by a standard technique in $[\mathbf{6 0}]$, there exists $\bar{P}_{\epsilon_{l}}^{f} \in L^{2}(D)$ such that (4.8b) holds in $V^{\prime}$.

Next, observe that by the continuity property $B: V \times H^{2} \rightarrow L^{2}$,

$$
-\nu \Delta \bar{u}_{\epsilon_{l}}=G_{\epsilon_{l}}-B\left(\bar{u}_{\epsilon_{l}}, \bar{u}_{0}\right)-B\left(\bar{u}_{0}, \bar{u}_{\epsilon_{l}}\right) \in L^{2}(D)
$$

Hence, $\bar{u}_{\epsilon_{l}} \in \operatorname{dom}(-\Delta)$, and we have the estimate

$$
\begin{aligned}
\left|\Delta \bar{u}_{\epsilon_{l}}\right| & \leq \frac{1}{\nu}\left(\left|G_{\epsilon_{l}}\right|+\left|B\left(\bar{u}_{\epsilon_{l}}, \bar{u}_{0}\right)\right|+\left|B\left(\bar{u}_{0}, \bar{u}_{\epsilon_{l}}\right)\right|\right) \\
& \leq \frac{1}{\nu}\left(\left|G_{\epsilon_{l}}\right|+2 c_{b}\left|\Delta \bar{u}_{0}\right|\left\|\bar{u}_{\epsilon_{l}}\right\|_{V}\right) \\
& \leq \frac{C \sup _{l}\left\|\mathfrak{u}_{l}\right\|_{L^{\infty}}}{\nu \bar{\beta}}\left(\frac{\nu}{c_{b}}\|\bar{\sigma}\|_{W^{1, \infty}}+\|\bar{g}\|_{H^{1}}\right)\left(1+\frac{2 c_{b}}{\bar{\beta}}\left|\Delta \bar{u}_{0}\right|\right) \\
& =\bar{K}
\end{aligned}
$$

and $\bar{K}=\bar{K}(\nu, \bar{f}, \bar{g}, \bar{\sigma})$ does not depend on $l$.
Solutions for $|\alpha| \geq 2$. Denote

$$
\begin{aligned}
G_{\alpha} & :=\sum_{l} \sqrt{\alpha_{l}} \mathfrak{u}_{l}\left(\bar{\sigma}^{i} \partial_{x_{i}} \bar{u}_{\alpha-\epsilon_{l}}+\nabla \bar{P}_{\alpha-\epsilon_{l}}^{g}\right), \\
F_{\alpha} & :=-\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} B\left(\bar{u}_{\gamma}, \bar{u}_{\alpha-\gamma}\right)
\end{aligned}
$$

We first find $\bar{u}_{\alpha} \in V$ such that

$$
\bar{a}_{0}\left(\bar{u}_{\epsilon_{l}}, v\right)=\left\langle F_{\alpha}+G_{\alpha}, v\right\rangle
$$

for all $v \in V$.

We prove by induction. Assume we have shown the existence of a unique solution $\bar{u}_{\gamma} \in \operatorname{dom}(-\Delta)$ for all $|\gamma| \leq n-1$. By a similar argument as above, we have $G_{\alpha} \in L^{2}(D)$ with

$$
\left|G_{\alpha}\right| \leq C \sum_{l} \sqrt{\alpha_{l}}\left\|\mathfrak{u}_{l}\right\|_{L^{\infty}}\|\bar{\sigma}\|_{W^{1, \infty}}\left\|\bar{u}_{\alpha-\epsilon_{l}}\right\|_{V}<\infty .
$$

Also, since $B(\cdot, \cdot)$ is a bilinear continuous from $H^{2} \times H^{2} \rightarrow L^{2}$, we deduce that $F_{\alpha} \in L^{2}(D)$ with

$$
\left|F_{\alpha}\right| \leq c_{b} \sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left|\Delta \bar{u}_{\gamma}\right|\left|\Delta \bar{u}_{\alpha-\gamma}\right|<\infty
$$

Applying the Lax-Milgram lemma, there exists a unique solution $\bar{u}_{\alpha} \in V$ with the estimates

$$
\left\|\bar{u}_{\alpha}\right\|_{V} \leq \frac{1}{\bar{\beta}}\left(\left|G_{\alpha}\right|+\left|F_{\alpha}\right|\right) .
$$

Finally, since

$$
-\nu \Delta \bar{u}_{\alpha}=F_{\alpha}+G_{\alpha}-B\left(\bar{u}_{\alpha}, \bar{u}_{0}\right)-B\left(\bar{u}_{0}, \bar{u}_{\alpha}\right) \in L^{2}(D),
$$

we deduce that $u_{\alpha} \in \operatorname{dom}(-\Delta)$, with

$$
\begin{aligned}
\left|\Delta \bar{u}_{\alpha}\right| & \leq \frac{1}{\nu}\left(\left|F_{\alpha}\right|+\left|G_{\alpha}\right|+\left|B\left(\bar{u}_{\alpha}, \bar{u}_{0}\right)\right|+\left|B\left(\bar{u}_{0}, \bar{u}_{\alpha}\right)\right|\right) \\
& \leq \frac{1}{\nu}\left(\left|F_{\alpha}\right|+\left|G_{\alpha}\right|+2 c_{b}\left\|\bar{u}_{\alpha}\right\|_{V}\left|\Delta \bar{u}_{0}\right|\right) \\
& \leq \frac{1}{\nu}\left(\left|F_{\alpha}\right|+\left|G_{\alpha}\right|\right)\left(1+\frac{2 c_{b}}{\bar{\beta}}\left|\Delta \bar{u}_{0}\right|\right)<\infty
\end{aligned}
$$

Hence, we have found a solution $u \in \mathcal{D}^{\prime}\left(H^{2}(D) \cap V\right)$.
Next, we find the appropriate Kondratiev space to which the solution $u$ belongs. As described previously, the estimation of the Kondratiev norm makes use of the recursion properties of the Catalan numbers. The details of how the Catalan number rescaling is used in our estimates is put off until Section 6, though in the proofs presented before that section, we will apply the results from there.

Proposition 2.3. Assume (A0-2) hold. Then there exists $q_{0}>2$, depending on $\nu, \bar{f}$, $\bar{g}, \bar{\sigma}$ such that $\bar{u}$ belongs to the Kondratiev space $S_{-1,-q}\left(H^{2}(D) \cap V\right)$, for $q>q_{0}$.

Proof. For $|\alpha| \geq 1$, we have found in the proof of Proposition 2.1 estimates for $\left|\Delta \bar{u}_{\alpha}\right|$,

$$
\left|\Delta \bar{u}_{\epsilon_{l}}\right| \leq \bar{K}
$$

$$
\frac{1}{\sqrt{\alpha!}}\left|\Delta \bar{u}_{\alpha}\right| \leq \bar{B}_{0}\left(\sum_{0<\gamma<\alpha} \frac{\left|\Delta \bar{u}_{\gamma}\right|}{\sqrt{\gamma!}} \frac{\left|\Delta \bar{u}_{\alpha-\gamma}\right|}{\sqrt{(\alpha-\gamma)!}}+\mathbf{1}_{\sigma \neq 0} \sum_{l} \mathbf{1}_{\alpha_{l} \neq 0} \frac{1}{\sqrt{\left(\alpha-\epsilon_{l}\right)!}}\left\|\bar{u}_{\alpha-\epsilon_{l}}\right\|_{V}\right) .
$$

where $\bar{B}_{0}$ depends on $\nu, \bar{f}, \bar{\sigma}$. Let $L_{\epsilon_{l}}=1+\left|\Delta \bar{u}_{\epsilon_{l}}\right|$, and $L_{\alpha}=\frac{1}{\sqrt{\alpha!}}\left|\Delta \bar{u}_{\alpha}\right|$ for $|\alpha| \geq 2$. Then the rest of the proof follows in a similar way to the proof of Lemma 3 in [55]:

$$
L_{\alpha} \leq \bar{B}_{0} \sum_{0<\gamma<\alpha} L_{\alpha-\gamma} L_{\gamma}
$$

and by the Catalan numbers method in Appendix 6,

$$
\begin{equation*}
\left|\Delta \bar{u}_{\alpha}\right|^{2} \leq \alpha!\mathcal{C}_{|\alpha|-1}^{2}\binom{|\alpha|}{\alpha}(2 \mathbb{N})^{\alpha} \bar{B}_{0}^{2(|\alpha|-1)} \bar{K}^{2|\alpha|} \tag{4.12}
\end{equation*}
$$

for $|\alpha| \geq 1$, and the result holds with $q_{0}$ satisfying

$$
\begin{equation*}
\bar{B}_{0}^{2} \bar{K}^{2} 2^{5-q_{0}} \sum_{i=1}^{\infty} i^{1-q_{0}}=1 . \tag{4.13}
\end{equation*}
$$

## 3. The time-dependent QSNS (4.1)

In this section, we consider for simplicity equation (4.1) with $\sigma(t, x)=0$ and, wlog, $P^{g}=0$ and $\operatorname{div} g=0$. We will consider the time-dependent solution $u(t)$ of (4.1) on a finite time interval $[0, T]$ if $d=2,3$, and also study its uniform boundedness on $[0, \infty)$ for $d=2$. The former result allows an arbitrarily large time interval, thereby ensuring a global-in-time solution. On the other hand, the latter result will become useful for showing the long-time convergence of the solution to a steady state solution.

For any $T<\infty$, it is known that a strong solution $u_{0}(t)$ of the deterministic NavierStokes equation (4.7a) exists on the finite interval $[0, T]$ if $d=2$, and exists on $\left[0,\left(T \wedge T_{1}\right)\right]$ for a specific $T_{1}=T_{1}\left(u_{0}(0)\right)$ depending on $u_{0}(0)$ if $d=3$. Without further conditions, we have the following result for a generalized strong solution of the quantized Navier-Stokes equation.

Lemma 3.1. For $d=2,3$, let $T<\infty$ if $d=2$, or $T \leq T_{1}$ if $d=3$. Assume the forcing terms $\bar{f}, \bar{g}$ and initial condition $u(0)$ are deterministic functions satisfying

$$
f, g \in L^{2}(0, T ; H), \quad u(0) \in V .
$$

Then there exists a unique generalized strong solution $u(t) \in \mathcal{D}^{\prime}\left(H^{2}(D) \cap V\right)$ for a.e. $t \in$ $[0, T]$. Moreover, $u_{\alpha} \in C([0, T], V)$ for all $\alpha$.

Proof. For $\alpha=(0)$, it is well-known that (4.7a) has a unique solution $u_{0}$, and

$$
u_{0} \in L^{2}([0, T] ; \operatorname{dom}(-\Delta)), \quad u_{0} \in C([0, T] ; V)
$$

The bilinear form $a_{0}(t)$. For $t \in[0, T]$, define the bilinear continuous form $a_{0}(t)$ on $V \times V$ by

$$
a_{0}(u, v ; t)=\nu(\nabla u, \nabla v)+b\left(u, u_{0}(t), v\right)+b\left(u_{0}(t), u, v\right)
$$

where $u_{0}(t, x)$ is the solution of the time-dependent (deterministic) Navier-Stokes equations given in (4.7a) just found. Also define the mapping $A_{0}(t): V \rightarrow V^{\prime}$, for $t \in[0, T]$, by

$$
\left\langle A_{0}(t) u, v\right\rangle=a_{0}(u, v ; t), \quad \text { for all } v \in V .
$$

Then (4.7b) can be written as

$$
\partial_{t} u_{\alpha}+A_{0}(t) u_{\alpha}+\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} B\left(u_{\gamma}, u_{\alpha-\gamma}\right)=\sum_{l} \sqrt{\alpha_{l}} u_{l}(x)\left(\sigma^{i} \partial_{x_{i}} u_{\alpha-\epsilon_{l}}+\nabla P_{\alpha-\epsilon_{l}}^{g}+\mathbf{1}_{\alpha=\epsilon_{l}} g\right)
$$

This is a linearized Stokes equation of the form

$$
\begin{aligned}
& \partial_{t} U+A_{0}(t) U=F \\
& \left.U\right|_{\partial D}=0, \quad U(0)=w
\end{aligned}
$$

Since $u_{0} \in L^{2}([0, T] ; \operatorname{dom}(-\Delta))$, it can be shown by standard compactness techniques that if $F \in L^{2}(0, T ; H)$ and $w \in V$, then there exists a unique strong solution $U \in$ $L^{2}(0, T ; \operatorname{dom}(-\Delta))$ with

$$
U \in L^{2}(0, T ; \operatorname{dom}(-\Delta)), \quad U_{t} \in L^{2}(0, T ; H), \quad \text { and } \quad U \in C(0, T ; V)
$$

We prove the lemma by induction. For $|\alpha| \geq 1$, assume that $u_{\gamma} \in L^{2}([0, T] ; \operatorname{dom}(-\Delta))$ for all $\gamma<\alpha$. We check for the RHS of (4.7b),

$$
-\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} B\left(u_{\gamma}, u_{\alpha-\gamma}\right)+\mathbf{1}_{\alpha=\epsilon_{l}} \mathfrak{u}_{l} g \in L^{2}([0, T] ; H)
$$

This follows from ( $\mathrm{A} 0^{\prime}$ ) and the fact that $\left|B\left(u_{\gamma}, u_{\alpha-\gamma}\right)\right| \leq c_{b}\left|\Delta u_{\gamma}\right|\left|\Delta u_{\alpha-\gamma}\right|$. It follows from linear theory that there exists a unique solution $u_{\alpha}$ of (4.7b) with

$$
u_{\alpha} \in L^{2}([0, T] ; \operatorname{dom}(-\Delta)), \quad \partial_{t} u_{\alpha} \in L^{2}([0, T] ; H), \quad \text { and } u_{\alpha} \in C([0, T] ; V)
$$

Remark. If $\sigma \neq 0$, then in addition to (A0'), we must require $g \in L^{2}\left(0, T ; H^{1}(D)\right)$ and $\sigma \in L^{2}\left(0, T ; W^{1, \infty}(D)\right)$. (Compare with (A2).)

Next, we study $\|u(t)\|_{-1,-q ; H^{2}}$ on a finite interval $[0, T]$ as well as the uniform boundedness of $\|u(t)\|_{-1,-q ; V}$ for all time $t \in[0, \infty)$. We recall the following established result on the uniform bounds of $u_{0}$ in the $V$ and $H^{2}(D)$ norms.

Lemma 3.2. (Lemma 11.1 in [59]; see also [24]) Assume for the initial condition that $u_{0}(0, \cdot) \in V$, and assume

$$
\begin{aligned}
& f \text { is continuous and bounded from }[0, \infty) \text { into } H \\
& f^{\prime} \text { is continuous and bounded from }[0, \infty) \text { into } V^{\prime}
\end{aligned}
$$

Let $u_{0}(t)$ be the strong solution of the deterministic Navier-Stokes equations (4.7a), defined on $[0, \infty)$ if $d=2$, or on $\left[0, T_{1}\right]$ if $d=3$. Then

$$
\begin{align*}
& \sup _{t \geq 0}\left\|u_{0}(t)\right\|_{V} \leq c^{\prime}\left(\left\|u_{(0)}(0, \cdot)\right\|_{V}, \nu, \bar{f}, D\right)  \tag{4.14a}\\
& \sup _{t \geq \tau}\left|\Delta u_{0}(t)\right| \leq c^{\prime \prime}\left(\tau,\left\|u_{(0)}(0, \cdot)\right\|_{V}, \nu, \bar{f}, D\right) \tag{4.14b}
\end{align*}
$$

for any $\tau>0$.

Proposition 3.3. (i) For $d=2,3$, let $[0, T]$ be a finite subinterval of $[0, \infty)$ if $d=2$, or of $\left[0, T_{1}\left(u_{0}(0)\right)\right]$ if $d=3$. Assume $\left(A 0^{\prime}\right)$ and assume

$$
\nu>4 c_{b} c^{\prime} .
$$

where $c^{\prime}=c^{\prime}\left(\|u(0, \cdot)\|_{V}, \nu, \bar{f}, D\right)$ in (4.14a).
Then there exists some $q_{1}>2$ depending on $\nu, c^{\prime}, c_{b}$ and $T$, such that for $q>q_{1}$,

$$
u \in \mathcal{S}_{-1,-q}\left(L^{2}(0, T ; \operatorname{dom}(-\Delta))\right) \cap \mathcal{S}_{-1,-q}\left(L^{\infty}(0, T ; V)\right)
$$

(ii) For $d=2$, assume the hypothesis of Lemma 3.2, and assume $g$ is bounded from $[0, \infty)$ into $H$. Also assume
(A1')

$$
\nu^{4}>\frac{2^{7} c_{c}^{4} c^{4}}{\lambda_{1}}
$$

where $c^{\prime}=c^{\prime}\left(\|u(0, \cdot)\|_{V}, \nu, \bar{f}, D\right)$ in (4.14a).
Then there exists $q_{2}>2$ depending on $\nu, c^{\prime}$ and $c_{b}$, such that for $q>q_{2}$,

$$
\sup _{t \geq 0}\|u(t)\|_{-1,-q ; V}<\infty .
$$

Proof. (i) For $\alpha=(0)$, (4.14a) and the usual deterministic theory implies that $u_{0} \in$ $L^{2}(0, T ; \operatorname{dom}(-\Delta)) \cap L^{\infty}(0, T ; V)$.

For $|\alpha|=1, \alpha=\epsilon_{l}$, choose in (4.7b) the test function $v=(-\Delta) u_{\alpha}$,

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\|u_{\epsilon_{l}}\right\|_{V}^{2}+\nu\left|\Delta u_{\epsilon_{l}}\right|^{2} & \leq\left|b\left(u_{\epsilon_{l}}, u_{0}, \Delta u_{\epsilon_{l}}\right)\right|+\left|b\left(u_{0}, u_{\epsilon_{l}}, \Delta u_{\epsilon_{l}}\right)\right|+\left|\left\langle\mathfrak{u}_{l} g, \Delta u_{\epsilon_{l}}\right\rangle\right| \\
& \leq 2 c_{b}\left\|u_{0}\right\|_{V}\left|\Delta u_{\epsilon_{l}}\right|^{2}+\left|\mathfrak{u}_{l} g\right|\left|\Delta u_{\epsilon_{l}}\right| \\
& \leq\left(2 c_{b} c^{\prime}+\frac{\nu}{2}\right)\left|\Delta u_{\epsilon_{l}}\right|^{2}+\frac{1}{2 \nu}\left|\mathfrak{u}_{l} g\right|^{2}
\end{aligned}
$$

So

$$
\sup _{0 \leq t \leq T}\left\|u_{\epsilon_{l}}(t)\right\|_{V}^{2}+\left(\nu-4 c_{b} c^{\prime}\right) \int_{0}^{T}\left|\Delta u_{\epsilon_{l}}\right|^{2} d t \leq \frac{1}{\nu} \int_{0}^{T}\left|\mathfrak{u}_{l} g\right|^{2} d t
$$

By (A1"),

$$
\begin{aligned}
L_{\epsilon_{l}} & :=\sup _{0 \leq t \leq T}\left\|u_{\epsilon_{l}}(t)\right\|_{V}+\left(\int_{0}^{T}\left|\Delta u_{\epsilon_{l}}\right|^{2} d t\right)^{1 / 2} \\
& \leq \frac{1}{\sqrt{\nu}}\left(1+\frac{1}{\sqrt{\nu-4 c_{b} c^{\prime}}}\right)\left(\int_{0}^{T}\left|\mathfrak{u}_{l} g\right|^{2} d t\right)^{1 / 2} \leq K_{1}
\end{aligned}
$$

where $K_{1}$ does not depend on $l$.
For $|\alpha| \geq 2$,

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|u_{\alpha}\right\|_{V}^{2}+\nu\left|\Delta u_{\alpha}\right|^{2} \\
& \leq\left|b\left(u_{\alpha}, u_{0}, \Delta u_{\alpha}\right)\right|+\left|b\left(u_{0}, u_{\alpha}, \Delta u_{\alpha}\right)\right|+\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left|b\left(u_{\gamma}, u_{\alpha-\gamma}, \Delta u_{\alpha}\right)\right| \\
& \leq 2 c_{b}\left\|u_{0}\right\|_{V}\left|\Delta u_{\alpha}\right|^{2}+\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} c_{b}\left\|u_{\gamma}\right\|_{V}\left|\Delta u_{\alpha-\gamma}\right|\left|\Delta u_{\alpha}\right|
\end{aligned}
$$

So

$$
\begin{aligned}
& \frac{1}{2} \sup _{0 \leq t \leq T}\left\|u_{\alpha}(t)\right\|_{V}^{2}+\left(\nu-2 c_{b} c^{\prime}\right) \int_{0}^{T}\left|\Delta u_{\alpha}\right|^{2} d t \\
& \leq c_{b} \sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left(\int_{0}^{T}\left\|u_{\gamma}\right\|_{V}^{2}\left|\Delta u_{\alpha-\gamma}\right|^{2} d t\right)^{1 / 2}\left(\int_{0}^{T}\left|\Delta u_{\alpha}\right|^{2} d t\right)^{1 / 2} \\
& \leq \frac{c_{b}^{2}}{2 \nu}\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left(\int_{0}^{T}\left\|u_{\gamma}\right\|_{V}^{2}\left|\Delta u_{\alpha-\gamma}\right|^{2} d t\right)^{1 / 2}\right)^{2}+\frac{\nu}{2} \int_{0}^{T}\left|\Delta u_{\alpha}\right|^{2} d t
\end{aligned}
$$

and for $\tilde{L}_{\gamma}:=\sup _{0 \leq t \leq T}\left\|u_{\gamma}(t)\right\|_{V}+\left(\int_{0}^{T}\left|\Delta u_{\gamma}\right|^{2} d t\right)^{1 / 2}$,

$$
\begin{aligned}
& \sup _{0 \leq t \leq T}\left\|u_{\alpha}(t)\right\|_{V}^{2}+\left(\nu-4 c_{b} c^{\prime}\right) \int_{0}^{T}\left|\Delta u_{\alpha}\right|^{2} d t \\
& \leq \frac{c_{b}^{2}}{\nu}\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left(\sup _{0 \leq t \leq T}\left\|u_{\gamma}(t)\right\|_{V}\right)\left(\int_{0}^{T}\left|\Delta u_{\alpha-\gamma}\right|^{2} d t\right)^{1 / 2}\right)^{2} \\
& \leq \frac{c_{b}^{2}}{\nu}\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} \tilde{L}_{\gamma} \tilde{L}_{\alpha-\gamma}\right)^{2}
\end{aligned}
$$

Hence,

$$
\tilde{L}_{\alpha} \leq \frac{c_{b}}{\sqrt{\nu}}\left(1+\frac{1}{\sqrt{\nu-4 c_{b} c^{\prime}}}\right) \sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} \tilde{L}_{\gamma} \tilde{L}_{\alpha-\gamma}
$$

Let $L_{\alpha}=\frac{1}{\sqrt{\alpha!}} \tilde{L}_{\alpha}$. Then

$$
L_{\alpha} \leq B_{1} \sum_{0<\gamma<\alpha} L_{\gamma} L_{\alpha-\gamma}
$$

where $B_{1}$ depends on $\nu$ and $c^{\prime}$. By the Catalan numbers method as discussion in Appendix 6 ,

$$
\left\|u_{\alpha}\right\|_{L^{\infty}(0, T ; V)}+\left\|\Delta u_{\alpha}\right\|_{L^{2}(0, T ; H)} \leq \sqrt{\alpha!} \mathcal{C}_{|\alpha|-1}\binom{|\alpha|}{\alpha} B_{1}^{|\alpha|-1} K_{1}^{|\alpha|}
$$

and the statement of the Proposition holds with $q_{1}$ satisfying

$$
B_{1}^{2} K_{1}^{2} 2^{5-q_{1}} \sum_{i=1}^{\infty} i^{1-q_{1}}=1 .
$$

(ii) We now show the uniform boundedness of each mode $u_{\alpha}$ for all $t \geq 0$. For $\alpha=(0)$, this is shown in the estimates of (4.14a). For $|\alpha|=1, \alpha=\epsilon_{l}$, choose in (4.7b) the test
function $v=(-\Delta) u_{\alpha}$,

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left\|u_{\epsilon_{l}}\right\|_{V}^{2}+\nu\left|\Delta u_{\epsilon_{l}}\right|^{2} & \leq\left|b\left(u_{\epsilon_{l}}, u_{0}, \Delta u_{\epsilon_{l}}\right)\right|+\left|b\left(u_{0}, u_{\epsilon_{l}}, \Delta u_{\epsilon_{l}}\right)\right|+\left|\left\langle\mathfrak{u}_{l} g, \Delta u_{\epsilon_{l}}\right\rangle\right| \\
& \leq 2 c_{b}\left\|u_{0}\right\|_{V}\left\|u_{\epsilon_{l}}\right\|_{V}^{1 / 2}\left|\Delta u_{\epsilon_{l}}\right|^{3 / 2}+\left|\mathfrak{u}_{l} g\right|\left|\Delta u_{\epsilon_{l}}\right| \\
& \leq \frac{\varepsilon}{2}\left|\Delta u_{\epsilon_{l}}\right|^{2}+\frac{1}{2 \varepsilon}\left(2 c_{b}\left\|u_{0}\right\|_{V}\left\|u_{\epsilon_{l}}\right\|_{V}^{1 / 2}\left|\Delta u_{\epsilon_{l}}\right|^{1 / 2}+\left|\mathfrak{u}_{l} g\right|\right)^{2} \\
& \leq \frac{\varepsilon}{2}\left|\Delta u_{\epsilon_{l}}\right|^{2}+\frac{2 c_{b}^{2}\left\|u_{0}\right\|_{V}^{2}}{2 \varepsilon}\left\|u_{\epsilon_{l}}\right\|_{V}\left|\Delta u_{\epsilon_{l}}\right|+\frac{1}{\varepsilon}\left|\mathfrak{u}_{l} g\right|^{2} \\
& \leq(\varepsilon)\left|\Delta u_{\epsilon_{l}}\right|^{2}+\frac{2^{3} c_{b}^{4}\left\|u_{0}\right\|_{V}^{4}}{\varepsilon^{3}}\left\|u_{\epsilon_{l}}\right\|_{V}^{2}+\frac{1}{\varepsilon}\left|\mathfrak{u}_{l} g\right|^{2}
\end{aligned}
$$

Taking $\varepsilon=\frac{\nu}{2}$,

$$
\frac{d}{d t}\left\|u_{\epsilon_{l}}\right\|_{V}^{2}+\nu\left|\Delta u_{\epsilon_{l}}\right|^{2} \leq \frac{2^{7} c_{b}^{4}}{\nu^{3}}\left\|u_{0}\right\|_{V}^{2}\left\|u_{\epsilon_{l}}\right\|_{V}^{2}+\frac{4}{\nu}\left|\mathfrak{u}_{l} g\right|^{2}
$$

and from (4.3) and (4.14a),

$$
\begin{aligned}
\frac{d}{d t}\left\|u_{\epsilon_{l}}\right\|_{V}^{2} & \leq\left(\frac{2^{7} c_{b}^{4} c^{4}}{\nu^{3}}-\nu \lambda_{1}\right)\left\|u_{\epsilon_{l}}\right\|_{V}^{2}+\frac{4}{\nu}\left|\mathfrak{u}_{l} g\right|^{2} \\
& \leq-\beta\left\|u_{\epsilon_{l}}\right\|_{V}^{2}+\frac{4}{\nu}\left|\mathfrak{u}_{l} g\right|^{2}
\end{aligned}
$$

where $\beta:=-\left(\frac{2^{7} c_{b}^{4} c^{\prime 4}}{\nu^{3}}-\nu \lambda_{1}\right)>0$ by $\left(\mathrm{A}^{\prime}\right)$. By Gronwall's inequality,

$$
\left\|u_{\epsilon_{l}}(T)\right\|_{V}^{2} \leq \int_{0}^{T} \frac{4}{\nu}\left|\mathfrak{u}_{l} g\right|^{2} e^{-\beta(T-s)} d s \leq \frac{4}{\nu \beta}\left\|\mathfrak{u}_{l}\right\|_{L^{\infty}}^{2}\|g\|_{L^{\infty}(0, \infty ; H)}^{2}\left(1-e^{-\beta T}\right)
$$

for any $T>0$. Also,

$$
\left|\Delta u_{\epsilon_{l}}(t)\right|^{2} \leq \frac{2^{7} c_{b}^{4} c^{\prime 2}}{\nu^{4}}\left\|u_{\epsilon_{l}}(t)\right\|_{V}^{2}+\frac{4}{\nu^{2}}\left|\mathfrak{u}_{l} g(t)\right|^{2}
$$

It follows that

$$
L_{\epsilon_{l}}:=\sup _{t \geq 0}\left(\left\|u_{\epsilon_{l}}(t)\right\|_{V}+\left|\Delta u_{\epsilon_{l}}(t)\right|\right) \leq K_{2}
$$

for all $l$, where the constant $K_{2}$ is independent of $l$ and $t$.
For $|\alpha| \geq 2$, let $L_{\alpha}:=\frac{1}{\sqrt{\alpha!}} \sup _{t \geq 0}\left(\left\|u_{\alpha}(t)\right\|_{V}+\left|\Delta u_{\alpha}(t)\right|\right.$. Then

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|u_{\alpha}\right\|_{V}^{2}+\nu\left|\Delta u_{\alpha}\right|^{2} \\
& \leq\left|b\left(u_{\alpha}, u_{0}, \Delta u_{\alpha}\right)\right|+\left|b\left(u_{0}, u_{\alpha}, \Delta u_{\alpha}\right)\right|+\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left|b\left(u_{\gamma}, u_{\alpha-\gamma}, \Delta u_{\alpha}\right)\right|
\end{aligned}
$$

$$
\leq 2 c_{b}\left\|u_{0}\right\|_{V}\left\|u_{\alpha}\right\|_{V}^{1 / 2}\left|\Delta u_{\alpha}\right|^{3 / 2}+\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} c_{b}\left\|u_{\gamma}\right\|_{V}\left|\Delta u_{\alpha-\gamma}\right|\left|\Delta u_{\alpha}\right|
$$

By similar computations,

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left\|u_{\alpha}\right\|_{V}^{2}+\nu\left|\Delta u_{\alpha}\right|^{2} \\
& \leq \frac{2^{7} c_{b}^{4}}{\nu^{3}}\left\|u_{0}\right\|_{V}^{4}\left\|u_{\alpha}\right\|_{V}^{2}+\frac{4 c_{b}^{2}}{\nu}\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left\|u_{\gamma}\right\|_{V}\left|\Delta u_{\alpha-\gamma}\right|\right)^{2} \\
& \leq \frac{2^{7} c_{b}^{4}}{\nu^{3}}\left\|u_{0}\right\|_{V}^{4}\left\|u_{\alpha}\right\|_{V}^{2}+\frac{4 c_{b}^{2}}{\nu}\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left(\sup _{s \geq 0}\left\|u_{\gamma}(s)\right\|_{V}\right)\left(\sup _{s \geq 0}\left|\Delta u_{\alpha-\gamma}(s)\right|\right)\right)^{2}
\end{aligned}
$$

and so

$$
\frac{d}{d t}\left\|u_{\alpha}\right\|_{V}^{2} \leq-\beta\left\|u_{\alpha}\right\|_{V}^{2}+\frac{4 c_{b}^{2}}{\nu}\left(\sum_{0<\gamma<\alpha} \sqrt{\alpha!} L_{\gamma} L_{\alpha-\gamma}\right)^{2}
$$

By Gronwall's inequality and triangle inequality,

$$
\begin{aligned}
\left\|u_{\alpha}(T)\right\|_{V}^{2} & \leq \frac{4 c_{b}^{2}}{\nu} \int_{0}^{T}\left(\sum_{0<\gamma<\alpha} \sqrt{\alpha!} L_{\gamma} L_{\alpha-\gamma} e^{-\beta(T-s) / 2}\right)^{2} d s \\
& \leq \frac{4 c_{b}^{2}}{\nu}\left(\sum_{0<\gamma<\alpha} \sqrt{\alpha!} L_{\gamma} L_{\alpha-\gamma}\left(\int_{0}^{T} e^{-\beta(T-s)} d s\right)^{1 / 2}\right)^{2}
\end{aligned}
$$

so

$$
\frac{1}{\sqrt{\alpha!}} \sup _{T \geq 0}\left\|u_{\alpha}(T)\right\|_{V} \leq \frac{2 c_{b}^{2}}{\sqrt{\nu \beta}} \sum_{0<\gamma<\alpha} L_{\gamma} L_{\alpha-\gamma}
$$

We have also,

$$
\left|\Delta u_{\alpha}(t)\right|^{2} \leq \frac{2^{7} c_{b}^{4} c^{4}}{\nu^{4}}\left\|u_{\alpha}(t)\right\|_{V}^{2}+\frac{4 c_{b}^{2}}{\nu^{2}}\left(\sum_{0<\gamma<\alpha} \sqrt{\alpha!} L_{\gamma} L_{\alpha-\gamma}\right)^{2}
$$

for any $t \geq 0$.
Hence, it follows that

$$
L_{\alpha} \leq B_{2} \sum_{0<\gamma<\alpha} L_{\gamma} L_{\alpha-\gamma}
$$

where $B_{2}$ depends on $\nu, c^{\prime}$ and $c_{b}$, but is independent of $t$.
By the Catalan method in Appendix 6,

$$
\sup _{t \geq 0}\left(\left\|u_{\alpha}(t)\right\|_{V}+\left|\Delta u_{\alpha}(t)\right|\right) \leq \sqrt{\alpha!} \mathcal{C}_{|\alpha|-1}\binom{|\alpha|}{\alpha} B_{2}^{|\alpha|-1} K_{2}^{|\alpha|}
$$

for $|\alpha| \geq 1$, and the statement of the Proposition holds with $q_{2}$ satisfying

$$
B_{2}^{2} K_{2}^{2} 2^{5-q_{2}} \sum_{i=1}^{\infty} i^{1-q_{2}}=1
$$

## 4. Long time convergence to the stationary solution

In this section, we study the solutions $u(t, x)$ of (4.1) and $\bar{u}(x)$ of (4.2) with $\sigma(t, x)=$ $\bar{\sigma}(x)=0$, and for simplicity consider the case with $f(t, x)=\bar{f}(x)$ and $g(t, x)=\bar{g}(x)$. We study the convergence of $u(t, x)$ to the stationary solution $\bar{u}(x)$ as $t \rightarrow \infty$, first in a weak sense (in a generalized space $\mathcal{D}^{\prime}(H)$ ) with some exponential rate of convergence in each mode, then in a strong sense (in some Kondratiev space $\mathcal{S}_{-1,-q}(H)$ ) using a compact embedding argument. The latter proof, unfortunately, is does not provide a rate of convergence. For time-dependent $f, g$, similar results can be obtained under suitable assumptions, but the exponential convergence of each mode is not guaranteed.

Let $z(t):=u(t)-\bar{u}$. The propagator system for $z$ is

$$
\begin{equation*}
z_{\alpha, t}+A_{0}\left(t ; u_{\alpha}\right)-\bar{A}_{0}\left(\bar{u}_{\alpha}\right)=-\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left(B\left(u_{\gamma}, u_{\alpha-\gamma}\right)-B\left(\bar{u}_{\gamma}, \bar{u}_{\alpha-\gamma}\right)\right) \tag{4.15b}
\end{equation*}
$$

with $z_{\alpha}(0, x)=u_{\alpha}(0, x)-\bar{u}_{\alpha}(x),\left.z\right|_{\partial D}=0$ and $\operatorname{div} z_{\alpha} \equiv 0$, for all $\alpha$.

Proposition 4.1. Let $d=2$. Assume (A0), (A0 $)$, (A1), and assume

$$
\begin{equation*}
\nu\left(\frac{\lambda_{1}}{c_{2}^{\prime}}\right)^{3 / 4}>\frac{2}{\nu}|\bar{f}|+\frac{c_{2}^{2}}{\nu^{5} \lambda_{1}^{3 / 2}}|\bar{f}|^{3} \tag{A3}
\end{equation*}
$$

where $c_{2}, c_{2}^{\prime}$ are specific constants depending only on $D$.

Then the solution $u(t)$ of (4.1) converges in $\mathcal{D}^{\prime}(H)$ to the solution $\bar{u}$ of (4.2),

$$
u(t) \xrightarrow{\mathcal{D}^{\prime}(H)} \bar{u}, \quad \text { as } t \rightarrow \infty .
$$

Remark. In the following proof, all computations follow through even when $d=3$. So, a similar statement to Proposition 4.1 can be made for $d=3$, provided a strong solution $u(t)$ exists in $\mathcal{D}^{\prime}\left(H^{2} \cap V\right)$ for all $t>0$, and the zero-th mode $u_{0}(t)$ satisfies the energy inequality [59]

$$
\frac{1}{2} \frac{d}{d t}\left|u_{0}(t)\right|^{2}+\nu\left\|u_{0}(t)\right\|_{V}^{2} \leq\left\langle\bar{f}, u_{0}(t)\right\rangle .
$$

Remark. If $f(t, x)$ and $g(t, x)$ depend on time, then an additional condition for the proposition to hold is that $f(t), g(t)$ converge to $\bar{f}, \bar{g}$ in $H$.

Proof. For $\alpha=(0)$, the convergence for the deterministic Navier-Stokes equation is well-known: if $u_{0}(t)$ is any weak solution of (4.7a) with initial condition $u_{0}(0) \in H$, then $u_{0}(t) \longrightarrow \bar{u}_{(0)}$ in $H$ as $t \rightarrow \infty$, provided (A3) holds. Moreover, $\left|z_{0}(t)\right|$ decays exponentially,

$$
\begin{equation*}
\left|z_{0}(t)\right| \leq\left|z_{0}(0)\right| e^{-\bar{\nu} t}, \tag{4.16}
\end{equation*}
$$

where $\bar{\nu}:=\nu \lambda_{1}-\frac{c_{2}^{\prime}}{\nu^{1 / 3}}\left|\Delta \bar{u}_{0}\right|^{4 / 3}>0$. (See e.g., Theorem 10.2 in [59]; the positivity of $\bar{\nu}$ follows from the fact that $\left|\Delta \bar{u}_{0}\right|$ can be majorized by the RHS of (A3).)

For $\alpha=\epsilon_{l}$, choosing the test function $v=z_{\epsilon_{l}}$ in the weak formulation of (4.15b),

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left|z_{\epsilon_{l}}\right|^{2}+\nu\left\|z_{\epsilon_{l}}\right\|_{V}^{2} \\
& \leq\left|b\left(z_{\epsilon_{l}}, \bar{u}_{0}, z_{\epsilon_{l}}\right)\right|+\left|b\left(z_{\epsilon_{l}}, z_{0}, z_{\epsilon_{l}}\right)\right|+\left|b\left(z_{0}, \bar{u}_{\epsilon_{l}}, z_{\epsilon_{l}}\right)\right|+\left|b\left(\bar{u}_{\epsilon_{l}}, z_{0}, z_{\epsilon_{l}}\right)\right| \\
& \leq c_{b}\left\|\bar{u}_{0}\right\|_{V}\left\|z_{\epsilon_{l}}\right\|_{V}^{2}+c_{b}\left\|z_{0}\right\|_{L^{\infty}}\left|z_{\epsilon_{l}}\right|\left|z_{\epsilon_{l}}\left\|_{V}+2 c_{b}\left|\Delta \bar{u}_{\epsilon_{l}}\right|\left|z_{0}\right|\right\| z_{\epsilon_{l}} \|_{V}\right. \\
& \leq c_{b}\left\|\bar{u}_{0}\right\|\left\|_{V}\right\| z_{\epsilon_{l}}\left\|_{V}^{2}+\frac{c_{b}^{2}}{2 \varepsilon}\right\| z_{0}\left\|_{L^{\infty}}^{2}\left|z_{\epsilon_{l}}\right|^{2}+\varepsilon\right\| z_{\epsilon_{l}} \|_{V}^{2}+\frac{2 c_{b}^{2}}{\varepsilon}\left|\Delta \bar{u}_{\epsilon_{l}}\right|^{2}\left|z_{0}\right|^{2}
\end{aligned}
$$

where we have used the $\varepsilon$-inequality in the last line with any $0<\varepsilon<\bar{\beta}$. So,

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left|z_{\epsilon_{l}}\right|^{2}+(\bar{\beta}-\varepsilon)\left\|z_{\epsilon_{l}}\right\|_{V}^{2} \leq \frac{c_{b}^{2}}{2 \varepsilon}\left\|z_{0}\right\|_{L^{\infty}}^{2}\left|z_{\epsilon_{l}}\right|^{2}+\frac{2 c_{b}^{2}}{\varepsilon}\left|\Delta \bar{u}_{\epsilon_{l}}\right|^{2}\left|z_{0}\right|^{2} \tag{4.17}
\end{equation*}
$$

Using the Poincare inequality (4.3) and taking $\varepsilon=\frac{\bar{\beta}}{2}$,

$$
\frac{d}{d t}\left|z_{\epsilon_{l}}\right|^{2}+\bar{\beta} \lambda_{1}\left|z_{\epsilon_{l}}\right|^{2} \leq \frac{2 c_{b}^{2}}{\bar{\beta}}\left\|z_{0}\right\|_{L^{\infty}}^{2}\left|z_{\epsilon_{l}}\right|^{2}+\frac{8 c_{b}^{2}}{\bar{\beta}}\left|\Delta \bar{u}_{\epsilon_{l}}\right|^{2}\left|z_{0}\right|^{2}
$$

For some appropriately chosen $t_{0} \in(0, \infty)$ to be discussed next, we apply Gronwall's inequality,

$$
\left|z_{\epsilon_{l}}(T)\right|^{2} \leq e^{\int_{t_{0}}^{T} \varphi(t) d t}\left|z_{\epsilon_{l}}\left(t_{0}\right)\right|^{2}+\int_{t_{0}}^{T} \psi_{l}(s) e^{\int_{s}^{T} \varphi(t) d t} d s
$$

where

$$
\begin{aligned}
\varphi(t) & =\frac{4 c_{b}^{2}}{\bar{\beta}}\left\|z_{0}(t)\right\|_{L^{\infty}}^{2}-\bar{\beta} \lambda_{1} \\
\psi_{l}(t) & =\frac{8 c_{b}^{2}}{\bar{\beta}}\left|\Delta \bar{u}_{\epsilon_{l}}\right|^{2}\left|z_{0}(t)\right|^{2} .
\end{aligned}
$$

The $t_{0}$ is chosen large enough so that $\left\|z_{0}(t)\right\|_{L^{\infty}}^{2}<\frac{\bar{\beta}^{2} \lambda_{1}}{4 c_{b}^{2}}$ whenever $t \geq t_{0}$. Such $t_{0}$ exists, because by (4.14b) and the Sobolev embedding $z_{0}(t) \in C^{1 / 2}$ is Hölder continuous with exponent $\gamma<1$ and $\sup _{t \geq \tau}\left\|z_{0}(t)\right\|_{C^{\gamma}} \leq c^{\prime \prime}$ is uniformly in $t$. Then due to (4.16), we deduce that in fact $z_{0}(t, \cdot) \longrightarrow 0$ uniformly on $D$ as $t \rightarrow \infty$.

Consequently, we have that $\sup _{t \geq t_{0}} \varphi(t)<0$. Set $\bar{\varphi}>0$ satisfying

$$
2 \bar{\varphi}<\min \left\{-\sup _{t \geq t_{0}} \varphi(t), 2 \bar{\nu}\right\} .
$$

Obviously, $\exp \left\{\int_{t_{0}}^{T} \varphi(t) d t\right\} \leq \exp \left\{-2 \bar{\varphi}\left(T-t_{0}\right)\right\}$. Moreover, from (4.16),

$$
\left|\psi_{l}(t)\right| \leq \frac{8 c_{b}^{2}}{\bar{\beta}}\left|\Delta \bar{u}_{\epsilon_{l}}\right|^{2}\left|z_{0}\left(t_{0}\right)\right|^{2} e^{-2 \bar{\nu}\left(t-t_{0}\right)}=: C_{\psi_{l}} e^{-2 \bar{\nu}\left(t-t_{0}\right)} \longrightarrow 0
$$

decays exponentially as $t \rightarrow \infty$. Combining these results,

$$
\begin{aligned}
\left|z_{\epsilon_{l}}(T)\right|^{2} & \leq e^{-2 \bar{\varphi}\left(T-t_{0}\right)}\left|z_{\epsilon_{l}}\left(t_{0}\right)\right|^{2}+\int_{t_{0}}^{T} C_{\psi_{l}} e^{-2 \bar{\nu}\left(s-t_{0}\right)} e^{-2 \bar{\varphi}(T-s)} d s \\
& \leq e^{-2 \bar{\varphi}\left(T-t_{0}\right)}\left|z_{\epsilon_{l}}\left(t_{0}\right)\right|^{2}+\frac{C_{\psi_{l}}}{2(\bar{\nu}-\bar{\varphi})}\left(e^{-2 \bar{\phi}\left(T-t_{0}\right)} e^{-2 \bar{\nu}\left(T-t_{0}\right)}\right) \longrightarrow 0
\end{aligned}
$$

as $T \rightarrow \infty$. (In the first term, $\left|z_{\epsilon_{l}}\left(t_{0}\right)\right|^{2}$ has been shown to be finite for any finite $t_{0}$.) Since $\bar{\varphi}<\bar{\nu}$,

$$
\begin{equation*}
\left|z_{\epsilon_{l}}(T)\right|^{2} \leq\left(\left|z_{\epsilon_{l}}\left(t_{0}\right)\right|^{2}+\frac{C_{\psi_{l}}}{2(\bar{\nu}-\bar{\varphi})}\right) e^{-2 \bar{\varphi}\left(T-t_{0}\right)}=: K_{\epsilon_{l}}^{2} e^{-2 \bar{\varphi}\left(T-t_{0}\right)} \tag{4.18}
\end{equation*}
$$

for $T \geq t_{0} . K_{\epsilon_{l}}$ does not depend on $T$.
For $|\alpha| \geq 2$, we prove by induction. Fix $\alpha$, and assume the induction hypothesis that:

For each $0<\gamma<\alpha$, for $T \geq t_{0}$,

$$
\begin{equation*}
\left|z_{\gamma}(T)\right| \leq K_{\gamma} e^{-2^{1-|\gamma| \bar{\varphi}\left(T-t_{0}\right)}} \longrightarrow 0 \tag{4.19}
\end{equation*}
$$

as $T \rightarrow \infty$, where $K_{\gamma}$ does not depend on $T$.

We want to show that (4.19) also holds for $\alpha$.
From (4.15b) with test function $v=z_{\alpha}$,

$$
\begin{aligned}
& \frac{1}{2} \frac{d}{d t}\left|z_{\alpha}\right|^{2}+\nu\left|\nabla z_{\alpha}\right|^{2} \\
& \leq\left|b\left(z_{\alpha}, \bar{u}_{0}, z_{\alpha}\right)\right|+\left|b\left(z_{\alpha}, z_{0}, z_{\alpha}\right)\right|+\left|b\left(z_{0}, \bar{u}_{\alpha}, z_{\alpha}\right)\right|+\left|b\left(\bar{u}_{\alpha}, z_{0}, z_{\alpha}\right)\right| \\
& \quad+\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left(\left|b\left(z_{\gamma}, z_{\alpha-\gamma}, z_{\alpha}\right)\right|+\left|b\left(z_{\gamma}, \bar{u}_{\alpha-\gamma}, z_{\alpha}\right)\right|+\left|b\left(\bar{u}_{\gamma}, z_{\alpha-\gamma}, z_{\alpha}\right)\right|\right)
\end{aligned}
$$

Similar to (4.17), using the $\varepsilon$-inequality with any $0<\varepsilon<\bar{\beta} / 2$,

$$
\begin{aligned}
\frac{1}{2} \frac{d}{d t}\left|z_{\alpha}\right|^{2}+(\bar{\beta}-2 \varepsilon)\left\|z_{\alpha}\right\|_{V}^{2} \leq & \frac{c_{b}^{2}}{2 \varepsilon}\left\|z_{0}\right\|_{L^{\infty}}^{2}\left|z_{\alpha}\right|^{2}+\frac{2 c_{b}^{2}}{\varepsilon}\left|\Delta \bar{u}_{\alpha}\right|^{2}\left|z_{0}\right|^{2} \\
& +\frac{c_{b}^{2}}{4 \varepsilon}\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left(\left\|z_{\alpha-\gamma}\right\|_{V}+2\left\|\bar{u}_{\alpha-\gamma}\right\|_{V}\right)\left|z_{\gamma}\right|_{1 / 2}\right)^{2}
\end{aligned}
$$

Using the Poincare inequality and taking $\varepsilon=\bar{\beta} / 4$,

$$
\begin{aligned}
\frac{d}{d t}\left|z_{\alpha}(t)\right|^{2} \leq & \left(\frac{4 c_{b}^{2}}{\bar{\beta}}\left\|z_{0}\right\|_{L^{\infty}}^{2}-\lambda_{1} \bar{\beta}\right)\left|z_{\alpha}\right|^{2}+\frac{16 c_{b}^{2}}{\bar{\beta}}\left|\Delta \bar{u}_{\alpha}\right|^{2}\left|z_{0}\right|^{2} \\
& +\frac{2 c_{b}^{2}}{\bar{\beta}}\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left(\left\|z_{\alpha-\gamma}\right\|_{V}+2\left\|\bar{u}_{\alpha-\gamma}\right\|_{V}\right)\left|z_{\gamma}\right|^{1 / 2}\left\|z_{\gamma}\right\|_{V}^{1 / 2}\right)^{2} \\
\leq & \varphi(t)\left|z_{\alpha}(t)\right|^{2}+\psi_{\alpha}(t)
\end{aligned}
$$

where now

$$
\begin{aligned}
\psi_{\alpha}(t) & =\frac{16 c_{b}^{2}}{\bar{\beta}}\left|\Delta \bar{u}_{\alpha}\right|^{2}\left|z_{0}(t)\right|^{2} \\
& +\frac{2 c_{b}^{2}}{\bar{\beta}}\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left(\left\|z_{\alpha-\gamma}(t)\right\|_{V}+2\left\|\bar{u}_{\alpha-\gamma}\right\|_{V}\right)^{2}\left\|z_{\gamma}(t)\right\|_{V}\right)\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left|z_{\gamma}(t)\right|\right)
\end{aligned}
$$

From the hypothesis (4.19),

$$
\left|\psi_{\alpha}(t)\right| \leq C_{\psi_{\alpha}} e^{-2 \bar{\nu}\left(t-t_{0}\right)}+\tilde{C}_{\psi_{\alpha}}\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} K_{\gamma} e^{-\left.2^{-|\gamma|}\right|_{2 \bar{\varphi}\left(t-t_{0}\right)}}\right)
$$

where

$$
\begin{aligned}
& C_{\psi_{\alpha}}=\frac{16 c_{b}^{2}}{\bar{\beta}}\left\|\bar{u}_{\alpha}\right\|_{H^{2}}^{2}\left|z_{0}\left(t_{0}\right)\right|^{2} \\
& \tilde{C}_{\psi_{\alpha}}=\frac{2 c_{b}^{2}}{\bar{\beta}}\left(\sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}}\left(\sup _{s \geq 0}\left\|z_{\alpha-\gamma}(s)\right\|_{V}+2\left\|\bar{u}_{\alpha-\gamma}\right\|_{V}\right)^{2} \sup _{s \geq 0}\left\|z_{\gamma}(s)\right\|_{V}\right)
\end{aligned}
$$

and $C_{\phi_{\alpha}}, \tilde{C}_{\phi_{\alpha}}$ do not depend on $t$. By Gronwall's inequality,

$$
\begin{aligned}
\left|z_{\alpha}(T)\right|^{2} & \leq e^{-\bar{\varphi}\left(T-t_{0}\right)}\left|z_{\alpha}\left(t_{0}\right)\right|^{2}+\int_{t_{0}}^{T} \psi_{\alpha}(s) e^{-\bar{\varphi}(T-s)} d s \\
& \leq e^{-\bar{\varphi}\left(T-t_{0}\right)}\left|z_{\alpha}\left(t_{0}\right)\right|^{2}+\frac{C_{\psi_{\alpha}}}{2(\bar{\nu}-\bar{\varphi})} e^{-2 \bar{\varphi}\left(T-t_{0}\right)}+\tilde{C}_{\psi_{\alpha}} \sum_{0<\gamma<\alpha} \sqrt{\binom{\alpha}{\gamma}} K_{\gamma} \frac{e^{-2^{1-\mid \gamma} \bar{\varphi}\left(T-t_{0}\right)}}{1-2^{-|\gamma|}} \\
& \leq K_{\alpha}^{2} e^{-2^{1-(|\alpha|-1)} \bar{\varphi}\left(T-t_{0}\right)}
\end{aligned}
$$

where $K_{\alpha}$ does not depend on $T$. Hence,

$$
\begin{equation*}
\left|z_{\alpha}(T)\right| \leq K_{\alpha} e^{-2^{1-|\alpha|}} \bar{\varphi}\left(T-t_{0}\right) \tag{4.20}
\end{equation*}
$$

for all $T \geq t_{0}$. It follows that (4.19) holds also for $\alpha$, and the result follows.

We proceed to deduce the long time convergence of $u(t)$ in some Kondratiev space $\mathcal{S}_{-1,-q}(H)$. The manner of estimates in Proposition 4.1 is not directly suited for applying the Catalan numbers method. Instead, we will use a compact embedding type argument in the following lemma to show the result.

Lemma 4.2. Let $u^{k} \in \mathcal{S}_{-1,-q}(V)$ be a sequence satisfying

$$
\sum_{\alpha} \frac{r^{\alpha}}{\alpha!}\left(\sup _{k}\left\|u_{\alpha}^{k}\right\|_{V}^{2}\right)<\infty,
$$

that is, satisfying $\left\{u^{k}\right\} \in \mathcal{S}_{-1,-q}\left(\ell^{\infty}(V)\right)$.
Then there exists a subsequence $\tilde{k}_{N}$ such that $u^{\tilde{k}_{N}}$ converges in $\mathcal{D}^{\prime}(H)$ to some $\bar{u} \in$ $\mathcal{D}^{\prime}(H)$. Furthermore, if $\bar{u} \in \mathcal{S}_{-1,-q}(H)$, then the convergence is in $\mathcal{S}_{-1,-q}(H)$.

Proof. The convergence in $\mathcal{D}^{\prime}(H)$ will follow easily from the fact that $V$ is compactly embedded in $H$. Let $\mathcal{J}_{N}=\left\{\alpha \in \mathcal{J}:|\alpha| \leq N\right.$, and $\alpha_{i}=0$ for $\left.i>N\right\}$. Since $\sup _{k}\left\|u_{0}^{k}\right\|_{V}<$ $\infty$, there exists a subsequence $\left\{k_{j}^{0}\right\}_{j=1}^{\infty}$ such that $\left\|u_{0}^{k}-\bar{u}_{0}\right\|_{H} \rightarrow 0$ for some $\bar{u}_{0} \in H$. Iteratively, for each $N$, there exists further subsequences $\left\{k_{j}^{N}\right\}_{j=1}^{\infty} \subset\left\{k_{j}^{N-1}\right\}_{j=1}^{\infty}$ such that for every $\alpha \in \mathcal{J}_{N}$,

$$
\left\|u_{\alpha}^{k}-\bar{u}_{\alpha}\right\|_{H} \rightarrow 0
$$

for some $\bar{u}_{\alpha} \in H$. In particular, for each $N$, we can find $j_{N}$ such that

$$
\left\|u_{\alpha}^{k_{j_{N}}^{N}}-\bar{u}_{\alpha}\right\|_{H} \leq N^{-1}, \quad \text { for all } \alpha \in \mathcal{J}_{N} .
$$

Consequently, choose the subsequence $\tilde{k}_{N}:=k_{j_{N}}^{N}$ and we have found the limit $\bar{u}=\sum_{\alpha} \bar{u}_{\alpha} \xi_{\alpha}$. It follows that $u^{\tilde{k}_{N}} \rightarrow \bar{u}$ in $\mathcal{D}^{\prime}(H)$.

Now suppose $\bar{u} \in \mathcal{S}_{-1,-q}(H)$. Let $\varepsilon>0$ be arbitrary. For any $N$,

$$
\left\|u^{\tilde{k}_{N}}-\bar{u}\right\|_{-1,-q ; H}^{2}=\sum_{\alpha \in \mathcal{J}_{N}} \frac{r^{\alpha}}{\alpha!}\left\|u^{\tilde{k}_{N}}-\bar{u}\right\|_{H}^{2}+\sum_{\alpha \notin \mathcal{J}_{N}} \frac{r^{\alpha}}{\alpha!}\left\|u^{\tilde{k}_{N}}-\bar{u}\right\|_{H}^{2}=(I)+(I I)
$$

By our special choice of $\tilde{k}_{N}$, there exists $N_{I}$ such that

$$
(I) \leq \sum_{\alpha \in \mathcal{J}_{N}} \frac{r^{\alpha}}{\alpha!} N^{-2}<\frac{\varepsilon}{2} \quad \text { whenever } N>N_{I} .
$$

From the hypothesis of the lemma, there exists $N_{I I}$ such that

$$
(I I) \leq 2 \sum_{\alpha \notin \mathcal{J}_{N}} \frac{r^{\alpha}}{\alpha!}\left(\sup _{k}\left\|u^{k}\right\|_{V}^{2}\right)+2 \sum_{\alpha \notin \mathcal{J}_{N}} \frac{r^{\alpha}}{\alpha!}\|\bar{u}\|_{H}^{2}<\frac{\varepsilon}{2} \quad \text { whenever } N>N_{I I} .
$$

Thus, $\left\|u^{\tilde{k}_{N}}-\bar{u}\right\|_{-1,-q ; H}^{2}<\varepsilon$ whenever $N>\max \left\{N_{I}, N_{I I}\right\}$.
The hypothesis in Lemma 4.2 is stronger than requiring $u^{k} \in l^{\infty}\left(\mathcal{S}_{-1,-q}(V)\right)$, thus it is a weaker statement of what might be construed as a compact embedding result for Kondratiev spaces. It is not shown whether $\mathcal{S}_{-1,-q}(V)$ is compactly embedded in $\mathcal{S}_{-1,-q}(H)$. Nonetheless, it is sufficient for our purposes.

Corollary 4.3. Let $d=2$. Assume the hypotheses of Propositions 2.3 and 3.3(ii). Then, for the solutions $u(t)$ and $\bar{u}$ of (4.1), (4.2), we have that

$$
u(t) \longrightarrow \bar{u} \quad \text { in } \mathcal{S}_{-1,-q}(H), \text { as } t \rightarrow \infty
$$

for $q>\max \left\{q_{0}, q_{2}\right\}$, where $q_{0}, q_{2}$ are the numbers from Propositions 2.3, 3.3.

Proof. In the proof of Proposition 3.3, we have in fact shown that $u(t)$ belongs to the space $\mathcal{S}_{-1,-q}\left(L^{\infty}([0, \infty) ; V)\right)$. Taking any sequence of times, $t_{k} \rightarrow \infty$, the sequence $\left\{u\left(t_{k}\right)\right\}$ satisfies the hypothesis of Lemma 4.2. So, there exists a subsequence of $u\left(t_{k}\right)$ converging in $\mathcal{S}_{-1,-q}(H)$ to $\bar{u}$. This is true for any sequence $\left\{t_{k}\right\}$, hence $u(t) \longrightarrow \bar{u}$ in $\mathcal{S}_{-1,-q}(H)$ as $t \rightarrow \infty$.

## 5. Finite Approximation by Wiener Chaos Expansions

In this section, we study the accuracy of the Galerkin approximation of the solutions of the quantized stochastic Navier-Stokes equations. The goal is to quantify the convergence rate of approximate solutions obtained from a finite truncation of the Wiener chaos expansion, where the convergence is in a suitable Kondratiev space. In relation to being a numerical approximation, quantifying the truncation error is the first step towards understanding the error from the full discretization of the quantized stochastic Navier-Stokes equation.

In what follows, we will consider the truncation error estimates for the steady solution $\bar{u}$. Recall the estimate (4.12) for $|\Delta \bar{u}|$ : for $r_{\alpha}^{2}=\frac{(2 \mathbb{N})^{-q \alpha}}{\alpha!}$, with $q>q_{0}$, we have

$$
r_{\alpha}^{2}\left|\Delta \bar{u}_{\alpha}\right|^{2} \leq \mathcal{C}_{|\alpha|-1}^{2}\binom{|\alpha|}{\alpha}(2 \mathbb{N})^{(1-q) \alpha} B_{0}^{-2}\left(B_{0} K\right)^{2|\alpha|}
$$

This estimate arose from the method of rescaling via Catalan numbers, and will be the estimate we use for the convergence analysis. For the time-dependent equation, similar analysis can be performed using the analogous Catalan rescaled estimate, and will not be shown.

Let $\mathcal{J}_{M, P}=\{\alpha:|\alpha| \leq P, \operatorname{dim}(\alpha) \leq M\}$, where $M, P$ may take value $\infty$. The projection of $\bar{u}$ into $\operatorname{span}\left\{\xi_{\alpha}, \alpha \in \mathcal{J}_{M, P}\right\}$ is $\bar{u}^{M, P}=\sum_{\alpha \in \mathcal{J}_{M, P}} \bar{u}_{\alpha} \xi_{\alpha}$.

Then the error $e=\bar{u}-\bar{u}^{M, P}$ can be written as

$$
\begin{aligned}
|\Delta e|^{2} & =\sum_{\alpha \in \mathcal{J} \backslash \mathcal{J}_{M, P}} r_{\alpha}^{2}\left|\Delta \bar{u}_{\alpha}\right|^{2} \\
& =\sum_{|\alpha|=P+1}^{\infty} r_{\alpha}^{2}\left|\Delta \bar{u}_{\alpha}\right|^{2}+\sum_{\left\{|\alpha| \leq P,\left|\alpha_{\leq \leq M}\right|<|\alpha|\right\}} r_{\alpha}^{2}\left|\Delta \bar{u}_{\alpha}\right|^{2}
\end{aligned}
$$

$$
=\underbrace{\sum_{|\alpha|=P+1}^{\infty} r_{\alpha}^{2}\left|\Delta \bar{u}_{\alpha}\right|^{2}}_{(I V)}+\underbrace{\sum_{|\alpha|=1}^{P} \underbrace{\sum_{i=0}^{|\alpha|-1} \underbrace{\sum_{\left|\alpha_{\leq M}\right|=i} r_{\alpha}^{2}\left|\Delta \bar{u}_{\alpha}\right|^{2}}_{(I)}}_{(I I)}}_{(I I I)}
$$

We define the following values

$$
\begin{aligned}
& \hat{Q}:=2^{1-q} B_{0}^{2} K^{2} \sum_{i=1}^{\infty} i^{1-q} \\
& \hat{Q}_{\leq M}:=2^{1-q} B_{0} K^{2} \sum_{i=1}^{M} i^{1-q}, \quad \hat{Q}_{>M}:=2^{1-q} B_{0} K^{2} \sum_{i=M+1}^{\infty} i^{1-q} .
\end{aligned}
$$

In particular, the term $\hat{Q}_{>M}$ decays on the order of $M^{2-q}$.
We proceed to estimate the terms (I)-(IV), by similar computations to Wan et al. For fixed $1 \leq p \leq P,|\alpha|=p$, and fixed $i<p$,

$$
\begin{aligned}
(I) & \leq \mathcal{C}_{p-1}^{2} B_{0}^{-2} \sum_{\left|\alpha_{\leq M}\right|=i,\left|\alpha_{>M}\right|=p-i}\binom{|\alpha|}{\alpha}(2 \mathbb{N})^{(1-q) \alpha}\left(B_{0} K\right)^{2 p} \\
& =\mathcal{C}_{p-1}^{2} B_{0}^{-2}\binom{p}{i} \hat{Q}_{\leq M}^{i} \hat{Q}_{>M}^{p-i}
\end{aligned}
$$

Then for fixed $1 \leq p \leq P,|\alpha|=p$,

$$
\begin{aligned}
(I I) & =\sum_{i=0}^{p-1}(I) \leq \mathcal{C}_{p-1}^{2} B_{0}^{-2} \sum_{i=0}^{p-1}\binom{p}{i} \hat{Q}_{\leq M}^{i} \hat{Q}_{>M}^{p-i} \\
& =\mathcal{C}_{p-1}^{2} B_{0}^{-2}\left(\hat{Q}^{p}-\hat{Q}_{\leq M}^{p}\right)
\end{aligned}
$$

And finally,

$$
\begin{aligned}
(I I I) & =\sum_{|\alpha|=1}^{P}(I I) \leq \sum_{p=1}^{P} \mathcal{C}_{p-1}^{2} B_{0}^{-2}\left(\hat{Q}^{p}-\hat{Q}_{\leq M}^{p}\right) \\
& \leq \frac{1}{B_{0}^{2}}\left(\hat{Q}-\hat{Q}_{\leq M}\right)+\frac{1}{16 \pi B_{0}^{2}} \sum_{p=2}^{P} \frac{2^{4 p}}{(p-1)^{3}}\left(\hat{Q}^{p}-\hat{Q}_{\leq M}^{p}\right)
\end{aligned}
$$

Since $\hat{Q}^{p}-\hat{Q}_{\leq M}^{p} \leq p \hat{Q}^{p-1}\left(\hat{Q}-\hat{Q}_{\leq M}\right)$ by the mean value theorem for $x \mapsto x^{p}$,

$$
(I I I) \leq \frac{1}{B_{0}^{2}} \hat{Q}_{>M}+\frac{1}{16 \pi B_{0}^{2}} \hat{Q}_{>M} \sum_{p=2}^{P} \frac{p 2^{4 p} \hat{Q}^{p-1}}{(p-1)^{3}}
$$

$$
\begin{aligned}
& \leq \frac{1}{B_{0}^{2}} \hat{Q}_{>M}+\frac{1}{\pi B_{0}^{2}} \hat{Q}_{>M} \sum_{p=2}^{P} \frac{p\left(2^{4} \hat{Q}\right)^{p-1}}{(p-1)^{3}} \\
& \leq \frac{1}{B_{0}^{2}} \hat{Q}_{>M} \sum_{p=0}^{P-1}\left(2^{4} \hat{Q}\right)^{p}
\end{aligned}
$$

To estimate Term (IV),

$$
\begin{aligned}
(I V) & \leq \sum_{p=P+1}^{\infty} \sum_{|\alpha|=p} \mathcal{C}_{p-1}^{2} B_{0}^{-2}\left(2^{1-q} B_{0}^{2} K^{2}\right)^{p}\binom{|\alpha|}{\alpha}(\mathbb{N})^{(1-q) \alpha} \\
& =B_{0}^{-2} \sum_{p=P+1}^{\infty} \mathcal{C}_{p-1}^{2}\left(2^{1-q} B_{0}^{2} K^{2}\right)^{p}\left(\sum_{i \geq 1} i^{1-q}\right)^{p} \\
& \leq B_{0}^{-2} \sum_{p=P+1}^{\infty} \frac{2^{4(p-1)}}{\pi(p-1)^{3}} \hat{Q}^{p} \leq \frac{1}{16 \pi B_{0}^{2}} \frac{\left(2^{4} \hat{Q}\right)^{P+1}}{1-2^{4} \hat{Q}}
\end{aligned}
$$

Putting the estimates together,

$$
|\Delta e|^{2} \leq C\left(\left(2^{4} \hat{Q}\right)^{P+1}+M^{2-q}\right)
$$

Notice the condition $2^{4} \hat{Q}<1$ in (4.13), which ensured summability of the weighted norm of the solution, is of course a required assumption for the convergence of the error estimate.

## 6. The Catalan numbers method

The Catalan numbers method was used in the preceding sections to derive estimates for the norms in Kondratiev spaces. This method was previously described in [34,55], but we restate it here just for the record.

Lemma 6.1. Suppose $L_{\alpha}$ are a collection of positive real numbers indexed by $\alpha \in \mathcal{J}$, satisfying

$$
L_{\alpha} \leq B \sum_{0<\gamma<\alpha} L_{\gamma} L_{\alpha-\gamma} .
$$

Then

$$
L_{\alpha} \leq \mathcal{C}_{|\alpha|-1} B^{|\alpha|-1}\binom{|\alpha|}{\alpha} \prod_{i} L_{\epsilon_{i}}^{\alpha_{i}}
$$

for all $\alpha$, where $\mathcal{C}_{n}$ are the Catalan numbers.

Proof. The result is clearly true for $\alpha=\epsilon_{i}$. By induction, let $|\alpha| \geq 2$, and suppose the result is true for all $\gamma<\alpha$. Then

$$
\begin{aligned}
L_{\alpha} & \leq \sum_{0<\gamma<\alpha} \mathcal{C}_{|\gamma|-1} \mathcal{C}_{|\alpha-\gamma|-1} B^{|\alpha|-1}\binom{|\gamma|}{\gamma}\binom{|\alpha-\gamma|}{\alpha-\gamma}\left(\prod_{i} L_{\epsilon_{i}}^{\alpha_{i}}\right) \\
& =\sum_{n=1}^{|\alpha|-1} \sum_{\substack{0<\gamma<\alpha \\
|\gamma|=n}} \mathcal{C}_{n-1} \mathcal{C}_{|\alpha|-n-1} \frac{n!}{\gamma!} \frac{(|\alpha|-n)!}{(\alpha-\gamma)!} B^{|\alpha|-1}\left(\prod_{i} L_{\epsilon_{i}}^{\alpha_{i}}\right) \\
& =\sum_{n=1}^{|\alpha|-1} \mathcal{C}_{n-1} \mathcal{C}_{|\alpha|-n-1} \underbrace{\sum_{\substack{0<\gamma<\alpha \\
|\gamma|=n}}\binom{|\alpha|}{n}^{-1}\binom{\alpha}{\gamma}}_{(*)} \frac{|\alpha|!}{\alpha!} B^{|\alpha|-1}\left(\prod_{i} L_{\epsilon_{i}}^{\alpha_{i}}\right)
\end{aligned}
$$

We claim that $(*)=1$, for any $\alpha$ and any $n<|\alpha|$. Indeed, let $K_{\alpha}=\left(k_{1}, \ldots, k_{|\alpha|}\right)$ be the characteristic set of $\alpha$. Each summand in $(*)$ is

$$
\left(\frac{|\alpha|!}{\alpha!}\right)^{-1} \frac{n!}{\gamma!} \frac{(|\alpha|-n)!}{(\alpha-\gamma)!}
$$

The term $\frac{|\alpha|!}{\alpha!}$ is the number of distinct permutations of $K_{\alpha}$, whereas the term $\frac{n!}{\gamma!} \frac{(|\alpha|-n)!}{(\alpha-\gamma)!}$ is the number of distinct permutations of $K_{\alpha}$ where only $K_{\gamma}, K_{\alpha-\gamma}$ has been permuted within themselves. On the other hand, the latter term is the number of distinct permutations of $K_{\alpha}$ corresponding to a particular $\gamma$, where the correspondence of a permutation of $K_{\alpha}$ to a $\gamma \in\{\gamma: 0<\gamma<\alpha,|\gamma|=n\}$ can be made by taking $K_{\gamma}$ to be the first $n$ entries of that permutation of $K_{\alpha}$. Thus, each summand in (*) is the relative frequency of $\gamma$ over all distinct permutations of $K_{\alpha}$, and hence their sum must equal 1 .

To complete the proof, using the recursion property of the Catalan numbers,

$$
\begin{aligned}
L_{\alpha} & \leq \sum_{n=1}^{|\alpha|-1} \mathcal{C}_{n-1} \mathcal{C}_{|\alpha|-n-1}\binom{|\alpha|!}{\alpha!} B^{|\alpha|-1} \prod_{i} L_{\epsilon_{i}}^{\alpha_{i}} \\
& =\mathcal{C}_{|\alpha|-1}\binom{|\alpha|!}{\alpha!} B^{|\alpha|-1} \prod_{i} L_{\epsilon_{i}}^{\alpha_{i}} .
\end{aligned}
$$

If $L_{\alpha}$ satisfies the hypothesis of Lemma 6.1, and if $L_{\epsilon_{i}} \leq K$ for all $i$, then for $r=(2 \mathbb{N})^{-q}$,

$$
\sum_{|\alpha|=n} r^{\alpha} L_{\alpha}^{2} \leq \sum_{|\alpha|=n} \mathcal{C}_{n-1}^{2} B^{2(|\alpha|-1)} K^{2|\alpha|}\binom{|\alpha|}{\alpha}(2 \mathbb{N})^{(1-q) \alpha}
$$

$$
\begin{aligned}
& =B^{-2} \mathcal{C}_{n-1}^{2}\left(B^{2} K^{2} 2^{1-q}\right)^{n} \sum_{|\alpha|=n}\binom{|\alpha|}{\alpha} \mathbb{N}^{(1-q) \alpha} \\
& =B^{-2} \mathcal{C}_{n-1}^{2}\left(B^{2} K^{2} 2^{1-q}\right)^{n}\left(\sum_{i=1}^{\infty} i^{(1-q)}\right)^{n}
\end{aligned}
$$

For large $n$, the Catalan numbers behave asymptotically like $\mathcal{C}_{n} \sim \frac{2^{2 n}}{\sqrt{\pi} n^{3 / 2}}$. Hence, the sum $\sum_{n=0}^{\infty} \sum_{|\alpha|=n} r^{\alpha} L_{\alpha}^{2}$ converges for any $q>\max \left\{q_{0}, 2\right\}$, where $q_{0}$ satisfies

$$
B^{2} K^{2} 2^{5-q_{0}} \sum_{i=1}^{\infty} i^{\left(1-q_{0}\right)}=1 .
$$

## CHAPTER 5

# Randomization of Incoherent Forcing for Improvement of Energy Approximations 

## 1. Introduction

In this chapter, we consider a linear SPDE

$$
\begin{equation*}
\frac{\partial}{\partial t} v=\mathcal{A} v+\dot{W}_{Q}(x), \quad x \in U, t>0 \tag{5.1}
\end{equation*}
$$

and a system of deterministic PDEs

$$
\begin{equation*}
\frac{\partial}{\partial t} v_{i}(x, t)=\mathcal{A} v_{i}(x, t)+\rho_{i} e_{i}(x), \quad x \in U, t>0, \quad \text { for } i=1,2, \ldots, \infty, \tag{5.2}
\end{equation*}
$$

where $U \subset \mathbb{R}^{d}$ is an open bounded domain, $\mathcal{A}$ is a linear partial differential operator, $\left\{e_{i}, i \geq 1\right\}$ is an orthonormal basis in $L_{2}(U)$, and $\dot{W}(x)$ is a weighted spatial noise, given by

$$
\dot{W}(x)=\sum_{i \geq 1} \sigma_{i} e_{i}(x) \xi_{i}
$$

with $\left\{\xi_{i}, i \geq 1\right\}$ being a set of independent Gaussian random variables and $\left\{\sigma_{i}, i \geq 1\right\}$ being a set of nonnegative weights (see (2.3)). If all $\sigma_{i}=1, \dot{W}(x)$ is a standard spatial white noise; this case is presented in [43]. We assume that the initial conditions in (5.1) and (5.2) are zero. In fact, we recall from Definition 1.5, and the discussion therein, that (5.1) and (5.2) are equivalent in that

$$
v_{i}(x, t)=\mathbb{E}\left[v(x, t) \xi_{i}\right] \quad \text { and } \quad v(x, t)=\sum_{i \geq 1} v_{i}(x, t)\left(\dot{W}, e_{i}\right)_{L_{2}(U)} .
$$

The equivalence of (5.1) and (5.2) is a very simple implication of the Wiener chaos expansion for SPDEs. System (5.2) is the propagator system for (5.1). Under very general assumptions, a solution of one of the two equations exists and is unique if and only if the other has a unique solution (see [49] and Theorem 3.2). Moreover, if $\sum_{i \geq 1} \sigma_{i}^{2}<\infty$, then
the solution is in $L_{2}$, and if $\sum_{i \geq 1} \sigma_{i}^{2}=\infty$, then the solution is found in a Sobolev space with a negative index.

The energy of a solution $u$ of (5.1) is defined by

$$
\begin{equation*}
\mathcal{E}[v(t)]:=\mathbb{E}\|v(\cdot, t)\|_{L_{2}(U)}^{2}=\sum_{i \geq 1}\left\|v_{i}(\cdot, t)\right\|_{L_{2}(U)}^{2} . \tag{5.3}
\end{equation*}
$$

Clearly, it is independent of the choice of the basis $\left\{e_{i}, i \geq 1\right\}$.
Our main goal is to identify suitable bases $\left\{e_{i}, i \geq 1\right\}$ as well as estimators $\hat{v}^{(n)}(x, t)=$ $\sum_{i=1}^{n} v_{i}(x, t) \sigma_{i} \xi_{i}$ such that the energy of $\hat{v}^{(n)}(x, t)$ efficiently approximates $\mathcal{E}[v(t)]$. For a finite $N$-dimensional noise $\dot{W}_{N}(x)$, we want to study the behavior of the estimators as $N \rightarrow \infty$.

Getting a little bit ahead of the story, we remark that, while the energy $\mathcal{E}[v(t)]$ does not depend on the choice of the basis, the rate of convergence of the approximate energy $\sum_{i=1}^{n}\left\|v_{i}(\cdot, t)\right\|_{L_{2}(U)}^{2}$ does and, sometimes, does so quite substantially.

Approximating the energy $\|v(\cdot, t)\|_{L_{2}(U)}^{2}$ for system (5.2), and similar systems, requires solving a large number of PDEs that differ only by the forcing terms. For example, the problem of efficient approximation of the energy comes up in the modeling of wave propagation with incoherent sources [40], which appear in a wide range of problems in optics, such as those related to diffuse light [71]. Some popular examples include the Raman photonic crystal spectrometer [51], which is used to measure spatially incoherent light in environmental and biological sensing, as well as fluorescent or bioluminescent tomography [66], which has been used successfully to achieve in-vivo functional imaging in cancer research and drug monitoring. In modeling the performance of new designs for photonic crystal spectrometers, one has to compute the solutions of Maxwell equations, which govern the light propagation in the spectrometer, with spatially incoherent sources $f(x)$. Similarly, current models in fluorescent tomography are based on solving a diffusion approximation of the well-known radiative transport equation, and due to the random phase value it is again natural to model the incoherent fluorescent light source by point sources. Therefore, engineers routinely model incoherence by solving very large systems of equations, each of them excited by a point mass function $f_{i}(x)=f_{i} \delta_{x_{i}}(x), i=1, \ldots, N$.

On one hand, the incoherence property is well modelled by point sources in (5.2). On the other hand, the sheer number of required point sources sets a computational roadblock.

To mitigate the aforementioned numerical complications, it was proposed in $[4,5]$ to circumvent the local scale problem by replacing the localized forcing terms with a new global scale forcing that efficiently consolidates most of the energy into just a few terms. This was implemented by replacing multiple Maxwell equations with point sources by a single Maxwell equation driven by white noise $\dot{W}_{N}(x)=\sum_{i=1}^{N} \xi_{i} n_{i}(x)$, where $\left\{\xi_{i}, i=1,2, \ldots, N\right\}$ were independent standard Gaussian random variables and $\left\{n_{i}, i=1,2, \ldots, N\right\}$ was a subset of a trigonometric basis. The numerical simulations presented in $[\mathbf{4}, \mathbf{5}]$ demonstrate a dramatic reduction in computational complexity in evaluating the energy $\|v(\cdot, t)\|_{L_{2}}^{2}$ while maintaining a similar level of accuracy of energy approximation. However, papers $[\mathbf{4}, \mathbf{5}]$ were not concerned with rigorous theoretical explanations of the validity of the proposed algorithm and the potential scope of its applicability.

Thus, we present here a rigorous approach to the problem of efficient approximation of the energy (5.3) for systems of fairly general evolution equations (5.2).

In section 3, we compare the efficiency of the small scale (point forcing) basis and the "large scale" $\mathcal{A}$-eigenfunction basis, and we deduce our main result-the approximation of the energy using the latter basis yields a 1 st order improvement over the former (see Theorem 3.1). In fact, we will show that the number of expansion terms under the eigenfunction basis is $\mathcal{O}(1)$ in $N$, whereas under the point forcing basis it is $\mathcal{O}(N)$. In section 4, we show numerical results for the one-dimensional heat equation under the point forcing and cosine bases that corroborate the theoretical results, and we also show results for the convection-diffusion equations that suggest the applicability of this method to a broader class of parabolic equations.

We remark that the change of basis method is not the only way to tackle the deterministic system. The key point is the randomization of the system (5.2) to the SPDE (5.1), which can then be handled by various methods, such as WCE or Monte Carlo simulation. While there are numerous works in the literature studying such equations with additive noise, most of these works use a single choice of basis, which is usually a generic basis in the case of white noise, or the basis derived from the Karhunen-Loève expansion (e.g., $[\mathbf{1 3}, \mathbf{2 0}]$ ). We point out that, at least in the case of a self-adjoint operator $\mathcal{A}$, the choice of new basis should be related to the eigenfunctions of $\mathcal{A}$ (see section 3), rather than to the basis arising from the Karhunen-Loève expansion of the noise. Interestingly, $[\mathbf{1 1}, \mathbf{2 2}]$ specifically chose
to use a basis similar to the point forcing basis, but this was only to expedite the use of the finite element method. In [11], the stochastic term was handled by Monte Carlo simulation, and $L_{2}$-convergence properties of the solutions were studied. To the best of our knowledge, direct comparison of two bases has not received as much attention.

## 2. Change of Wiener chaos basis

We introduce the framework that will lead up to the proposed change of Wiener chaos basis idea. Let $U \subset \mathbb{R}^{d}$ be an open bounded domain. Let $-\mathcal{A}$ be a positive definite self-adjoint elliptic operator of order $2 m$, equipped with either periodic or zero Dirichlet boundary conditions. (In the case of periodic boundary conditions, the domain $U$ will be a torus $\mathbb{T}^{d}$.) We assume the dimensionality condition

$$
\begin{equation*}
2 m / d>1 / 2 \tag{5.4}
\end{equation*}
$$

It is well known that $-\mathcal{A}$ has eigenfunctions $\left\{\mathfrak{m}_{i}\right\}$ that form an orthonormal basis in $L_{2}(U)$, and the corresponding eigenvalues $\left\{\lambda_{i}\right\}$ behave asymptotically as [58]

$$
\begin{equation*}
\lambda_{i} \sim i^{2 m / d} \tag{5.5}
\end{equation*}
$$

We will refer to $\left\{\mathfrak{m}_{i}\right\}$ as the $\mathcal{A}$-eigenfunction basis in $L_{2}(U)$.
As an unbounded positive definite self-adjoint operator on $L_{2}(U),-\mathcal{A}$ has a well-defined square root $\Lambda=\sqrt{-\mathcal{A}}$, which has domain $\mathcal{D}(\Lambda)=H_{\text {per }}^{m}$ or $H_{0}^{m}$. Then $\Lambda$ induces a Hilbert scale which we denote by $H_{\mathcal{A}}^{\gamma}, \gamma \in \mathbb{R}$, with norms

$$
\begin{equation*}
\|\phi\|_{H_{\mathcal{A}}^{\gamma}}^{2}=\sum_{j=1}^{\infty}\left(\lambda_{j}^{1 / 2 m}\right)^{2 \gamma} \phi_{j}^{2} \tag{5.6}
\end{equation*}
$$

for $\phi$ of the form $\phi=\sum_{j=1}^{J} \phi_{j} \mathfrak{m}_{j}$, for some $J \in \mathbb{N}[\mathbf{4 1}] . H_{\mathcal{A}}^{\gamma}$ is the closure of the set of such $\phi$ in the norm $\|\cdot\|_{H_{\mathcal{A}}^{\gamma}}$. It can be shown that $H_{\mathcal{A}}^{\gamma}$ is equivalent to the usual Sobolev scale. In particular, the norm $\|\cdot\|_{H_{\mathcal{A}}}^{-2 m}$ is equivalent to the Sobolev norm

$$
\|\phi\|_{H^{-2 m}}:=\sup _{\psi \in H^{2 m}} \frac{\left|\langle\phi, \psi\rangle_{H^{-2 m}, H^{2 m}}\right|}{\|\psi\|_{H^{2 m}}}
$$

where we denoted $H^{2 m}=H_{\text {per }}^{2 m}$ or $H_{0}^{2 m}$ in the case of periodic or zero Dirichlet boundary conditions, respectively.

In order to define a localized basis, we consider a partition of the domain $U$. Let $N<\infty$ be arbitrary. Let $\mathcal{I}=\left\{I_{i}, i=1, \ldots, N\right\}$ be a partition of $U$ into (small) nonoverlapping subsets with Lebesgue measure $\left|I_{i}\right| \sim 1 / N$. We assume the family $\mathcal{I}$ is quasi-uniform in $N$. That is, there exist constants $\rho_{1}, \rho_{2}$ such that

$$
\begin{aligned}
& \max _{i} r_{i} \leq\left(\rho_{1}|U|\right)^{1 / d} N^{-1 / d} \\
& \min _{i} \varepsilon_{i} \geq\left(\rho_{2}|U|\right)^{1 / d} N^{-1 / d}
\end{aligned}
$$

where $r_{i}=\operatorname{diam}\left(I_{i}\right)$ and $\varepsilon_{i}$ is the radius of the largest sphere $B_{i}$ contained in $I_{i}$. The quasiuniform assumption implies nondegeneracy, i.e., that there exists $\rho_{3}$ such that $2 \varepsilon_{i} \geq \rho_{3} r_{i}^{(N)}$ for all $i, N$. It then follows that

$$
\rho_{-}|U| N^{-1} \leq \min _{i}\left|I_{i}\right| \leq \max _{i}\left|I_{i}\right| \leq \rho_{+}|U| N^{-1}
$$

and

$$
\tilde{\rho}_{-}\left(r_{i}\right)^{d} \leq\left|I_{i}\right| \leq \tilde{\rho}_{+}\left(r_{i}\right)^{d}
$$

and hence

$$
\varepsilon_{i} \sim r_{i} \sim N^{-1 / d}
$$

We are now ready to introduce the two bases $\left\{n_{i}\right\}$ and $\left\{m_{i}\right\}$ that will be the focus of our comparative analysis.
(1) Point forcing basis:

$$
\begin{equation*}
n_{i}(x)=\frac{1}{\sqrt{\left|I_{i}\right|}} \mathbf{1}_{I_{i}}(x) \quad \text { for } i=1, \ldots, N \tag{5.7}
\end{equation*}
$$

and $\left\{n_{i}\right\}_{i=N+1}^{\infty}$ is any basis in $\mathcal{S}_{N}^{\perp}$, where $\mathcal{S}_{N}=\operatorname{span}\left\{n_{i}, i=1, \ldots, N\right\}$.
(2) (Discrete) eigenfunction basis in $\mathcal{S}_{N}$ :

$$
\begin{align*}
m_{1} & =\mathfrak{m}_{1} \\
m_{i} & =\frac{1}{Z_{i}}\left(\mathcal{P}_{N} \mathfrak{m}_{i}-\sum_{j=1}^{i-1}\left(\mathcal{P}_{N} \mathfrak{m}_{i}, m_{j}\right) m_{j}\right), \quad i=2, \ldots, N \tag{5.8}
\end{align*}
$$

where $\mathcal{P}_{N}$ is the $L_{2}$ projection onto $\mathcal{S}_{N}$ and $Z_{i}$ is the normalization constant. In other words, $\left\{m_{i}\right\}$ is the Gram-Schmidt orthonormalization of the $L_{2}$ projections of the first $N$ eigenfunction basis elements onto $\mathcal{S}_{N}$.

Many quantities considered in this chapter, such as the definitions of the two bases, depend on the parameter $N$. The limit as $N \rightarrow \infty$ is an object of study. However, in the rest of chapter, we will suppress explicitly writing this dependence on $N$ if no ambiguity arises.

Define the Gaussian noise $\dot{W}_{Q}(x)$ on $L_{2}(U)$ by the Wiener chaos expansion

$$
\begin{equation*}
\dot{W}_{Q}(x):=\sum_{i \geq 1} \sigma_{i} n_{i}(x) \eta_{i} \tag{5.9}
\end{equation*}
$$

where $\eta_{i} \sim$ i.i.d. $\mathcal{N}(0,1), \sigma_{i} \geq 0$, and the covariance operator $Q^{2}$ is defined by $Q n_{i}=\sigma_{i} n_{i}$ for $i=1,2, \ldots\left(\right.$ see (2.3)). We do not restrict $Q^{2}$ to being a nuclear operator, but in the case where we desire $\dot{W}_{Q}$ to be a finite $N$-dimensional noise, we will assume that Range $Q \subset \mathcal{S}_{N}$. In this case, $\sigma_{i}=\sigma_{i}^{(N)}$ are nonzero only for $i=1, \ldots, N$.

We consider the equation

$$
\begin{equation*}
\frac{\partial v}{\partial t}=\mathcal{A} v+\dot{W}_{Q}(x) G(t) \tag{5.10}
\end{equation*}
$$

with zero initial conditions and either periodic or zero Dirichlet boundary conditions. ${ }^{1}$ Here, $G(t)$ is a bounded function on $[0, T]$ satisfying

$$
\begin{equation*}
\frac{C_{G 1}}{\lambda_{j}} \leq \int_{0}^{t} e^{-\lambda_{j}(t-s)} G(s) d s \leq \frac{C_{G 2}}{\lambda_{j}}, \quad \text { for } t \in(0, T] \tag{5.11}
\end{equation*}
$$

for $j=1,2, \ldots$, where the constants $C_{G 1}, C_{G 2}$ are independent of $j$ and $N$, and $C_{G 2}$ is independent of $t$.

At this point, we introduce the related equation driven by an infinite dimensional Gaussian noise, which will be used for the error analysis in section 3.1. We assume for the sequence $\left\{\sigma_{i}^{(N)}, i=1, \ldots, N\right\}$ that $\sup _{N} \sup _{i \leq N} \sigma_{i}^{(N)}<\infty$, and

$$
\sigma_{i}^{(N)} \xrightarrow{N \rightarrow \infty} \sigma_{i}^{*} \quad \text { uniformly for } i \leq N
$$

That is, $\forall \epsilon>0, \exists N_{0}$ such that if $N>N_{0}$, then $\left|\sigma_{i}^{(N)}-\sigma_{i}^{*}\right|<\epsilon, \forall i \leq N$. For simplicity, we assume $\sigma_{i}^{*}=1$ for all $i=1,2, \ldots$, but the results can be extended to any bounded sequence $\sigma_{i}^{*}$. The uniform convergence of $\left\{\sigma_{i}\right\}$ makes it possible to study the asymptotic behaviour of (5.10) through the related limiting SPDE driven by an infinite dimensional

[^5]noise. To this end, we consider the SPDE with Gaussian white noise on $L_{2}(U)$, with $Q=I$ and $\dot{W}(x)=\sum_{i \geq 1} \xi_{i} \mathfrak{m}_{i}(x)$,
\[

$$
\begin{equation*}
\frac{\partial u^{*}}{\partial t}=\mathcal{A} u^{*}+\dot{W}(x) G(t) \tag{5.12}
\end{equation*}
$$

\]

Equation (5.12) is solved in the triple $H^{-m} \hookrightarrow L_{2} \hookrightarrow H^{m}$ and should be understood in the weak sense. Its propagator system is

$$
\begin{equation*}
\frac{\partial \hat{u}_{i}^{*}}{\partial t}=\mathcal{A} \hat{u}_{i}^{*}+\mathfrak{m}_{i}(x) G(t) \tag{5.13}
\end{equation*}
$$

The equivalence of the propagator system to the weak solution can be shown. Moreover, there exists a solution $u^{*}$ such that $u^{*}(t) \in L_{2}\left(\Omega ; L_{2}(U)\right)$ for each $t \in(0, T]$, and the energy $\mathcal{E}\left[u^{*}\right]:=\left\|u^{*}(t)\right\|_{L_{2}\left(\Omega ; L_{2}(U)\right)}^{2}$ at any fixed $t \in(0, T]$ is finite. (See section 3.1.)

The framework to allow us to change the basis of the Wiener Chaos expansion is elementary. Direct computation gives that

$$
Q m_{j}=\sum_{k=1}^{N} \Sigma_{j k} m_{k}, \quad \text { where } \Sigma_{j k}=\sum_{i=1}^{N} \sigma_{i}\left(n_{i}, m_{j}\right)\left(n_{i}, m_{k}\right)
$$

The uniform convergence of $\left\{\sigma_{i}\right\}$ implies that $\Sigma_{j k} \longrightarrow \delta_{j k}$ as $N \rightarrow \infty$. We will write $\Sigma_{j}$ in place of $\Sigma_{j j}$. Then there are two equivalent WCEs for $\dot{W}_{Q}$,

$$
\dot{W}_{Q}(x)=\sum_{i=1}^{N} n_{i}(x) \sigma_{i} \eta_{i}=\sum_{i=1}^{N} m_{i}(x) \Sigma_{i} \xi_{i},
$$

where

$$
\xi_{i}=\Sigma_{i}^{-1} \sum_{k=1}^{N} \sigma_{k}\left(n_{k}, m_{i}\right) \eta_{k}
$$

The $\xi_{i} \mathrm{~s}$ are identically distributed standard Gaussian random variables, but in general they are not independent. The covariance matrix $\rho=\left(\rho_{i j}\right)_{i, j=1}^{N}$ is

$$
\rho_{i j}:=\mathbb{E}\left[\xi_{i} \xi_{j}\right]=\frac{\sum_{k=1}^{N} \Sigma_{i k} \Sigma_{k j}}{\Sigma_{i} \Sigma_{j}}
$$

Clearly, $\rho$ is symmetric positive definite for each $N$, and we have $\rho_{i j} \longrightarrow \delta_{i j}$ as $N \rightarrow \infty$. In the case that $\sigma_{i} \equiv 1$ for all $i=1, \ldots, N$, the $\xi_{i} \mathrm{~S}$ are i.i.d. standard Gaussian random variables, and the relationship between $\left\{\xi_{i}\right\}$ and $\left\{\eta_{i}\right\}$ reduces to the usual change of basis
formula,

$$
\begin{equation*}
\xi_{i}=\sum_{i=1}^{N}\left(m_{i}, n_{i}\right) \eta_{i} \tag{5.14}
\end{equation*}
$$

We remark that the second expansion in (2) is, strictly speaking, not a Wiener chaos expansion, because the $\xi_{i}$ s are not orthogonal in $L_{2}(\Omega)$. It is a standard exercise to transform the expansion into an orthogonal expansion by a linear transformation of the $\xi_{i}$. However, we will not do that here, but instead just work directly with the linearly independent expansion (2).

By the change of basis formula, we write the solution of (5.10) in two expansions

$$
\begin{equation*}
u(x, t)=\sum_{i=1}^{N} \hat{v}_{i}(x, t) \eta_{i}=\sum_{i=1}^{N} \hat{u}_{i}(x, t) \xi_{i} \tag{5.15}
\end{equation*}
$$

Multiplying both sides of $(5.10)$ by $\eta_{i}$ or $\xi_{i}$, and taking expectation yields two equivalent propagator systems

$$
\begin{equation*}
\sum_{j=1}^{N} \rho_{j i} \frac{\partial}{\partial t} \hat{u}_{j}=\sum_{j=1}^{N} \rho_{j i}\left(\mathcal{A} \hat{u}_{j}+\Sigma_{j} m_{j}(x) G(t)\right) \tag{5.16b}
\end{equation*}
$$

for $i=1, \ldots, N$. Since $\rho$ is invertible, (5.16b) reduces to a simpler system

$$
\begin{equation*}
\frac{\partial}{\partial t} \hat{u}_{i}=\mathcal{A} \hat{u}_{i}+\Sigma_{i} m_{i}(x) G(t) \tag{5.16b/}
\end{equation*}
$$

Then the energy of $(5.10), \mathcal{E}[u]:=\mathbb{E}\|u\|_{L^{2}}^{2}$, can be computed from the solutions of either system (5.16a) or (5.16b/) by a simple algebraic formula

$$
\begin{equation*}
\mathcal{E}[u]=\sum_{i=1}^{N}\left\|\hat{v}_{i}\right\|_{L_{2}}^{2}=\sum_{i=1}^{N}\left(\hat{u}_{i}, \hat{u}_{j}\right) \rho_{i j} \tag{5.17}
\end{equation*}
$$

In order to reduce the computational cost of computing the solutions of all $N$ equations in the system (5.16a) or (5.16b/), we approximate the energy of the $N$-system by the energy of a truncated system. Truncating the systems (5.16) to $n<N$ equations means to consider
the systems

$$
\begin{align*}
& \frac{\partial}{\partial t} \hat{v}_{i}=\mathcal{A} \hat{v}_{i}+\sigma_{i} n_{i}(x) G(t), \quad \text { for } i=1, \ldots, n  \tag{5.18a}\\
& \frac{\partial}{\partial t} \hat{u}_{i}=\mathcal{A} \hat{u}_{i}+\Sigma_{i} m_{i}(x) G(t), \quad \text { for } i=1, \ldots, n \tag{5.18b}
\end{align*}
$$

System (5.18a) is the propagator system of

$$
\begin{equation*}
\frac{\partial}{\partial t} v^{(n)}=\mathcal{A} v^{(n)}+\dot{W}_{\mathcal{P}_{n} Q}(x) G(t) \tag{5.19}
\end{equation*}
$$

where $\mathcal{P}_{n}$ the projection into $\operatorname{span}\left\{n_{i}, i=1, \ldots, n\right\}$. System (5.18b) is the related system to

$$
\begin{equation*}
\frac{\partial}{\partial t} u^{(n)}=\mathcal{A} u^{(n)}+\dot{Z}_{n}(x) G(t) \tag{5.20}
\end{equation*}
$$

where $\dot{Z}_{n}(x)=\sum_{i=1}^{n} m_{i}(x) \Sigma_{i} \xi_{i}$. Obviously, (5.19) and (5.20) are different SPDEs with different energies,

$$
\mathcal{E}\left[v^{(n)}\right]=\sum_{i=1}^{n}\left\|\hat{v}_{i}\right\|_{L_{2}}^{2} \neq \mathcal{E}\left[u^{(n)}\right]=\sum_{i, j=1}^{n}\left(\hat{u}_{i}, \hat{u}_{j}\right) \rho_{i j}
$$

The energies $\mathcal{E}\left[v^{(n)}\right]$ and $\mathcal{E}\left[u^{(n)}\right]$ will be taken as an approximation to the true energy $\mathcal{E}[u]$.
The absolute and relative errors of the approximations will be denoted as

$$
\begin{aligned}
& R\left[v^{(n)}\right]:=\mathcal{E}[u]-\mathcal{E}\left[v^{(n)}\right]=\sum_{i=n+1}^{N}\left\|\hat{v}_{i}\right\|_{L_{2}}^{2}, \quad \text { and } \quad \bar{R}\left[v^{(n)}\right]=\frac{R\left[v^{(n)}\right]}{\mathcal{E}[u]} \\
& R\left[u^{(n)}\right]:=\mathcal{E}[u]-\mathcal{E}\left[u^{(n)}\right]=\sum_{i=n+1}^{N}\left\|\hat{u}_{i}\right\|_{L_{2}}^{2}, \quad \text { and } \quad \bar{R}\left[u^{(n)}\right]=\frac{R\left[u^{(n)}\right]}{\mathcal{E}[u]}
\end{aligned}
$$

for $n \leq N$. We will compare the performance of the two bases using the relative error of the approximate energy. Given an allowable relative error $r$, let

$$
\begin{equation*}
n_{P}:=\inf \left\{n: \bar{R}\left[v^{(n)}\right]<r\right\} \quad \text { and } \quad n_{E}:=\inf \left\{n: \bar{R}\left[u^{(n)}\right]<r\right\} \tag{5.21}
\end{equation*}
$$

be the minimum truncation sizes that achieves the relative error $r$. Define the improvement of the eigenfunction basis over the point forcing basis as

$$
n_{P} / n_{C}
$$

The improvement is an indication of the computational savings of using the eigenfunction basis for the relative error $r$.

## 3. Comparative error analysis and 1st order improvement

In the foregoing section, all the quantities depend on the number $N$ of subdivisions of $U$. In this section, we study the asymptotic behavior as $N \rightarrow \infty$. We will formulate precise bounds on the relative error and compare the asymptotic behavior of the two bases as $N \rightarrow \infty$.

The main goal of this section is to show the 1 st order improvement of the change of basis method, in the sense of the following theorem.

Theorem 3.1. Given a relative error $r \in(0,1)$, we have, at worst, 1st order improvement as $N \rightarrow \infty$.

More precisely, there exist constants $0<C_{0, \min }<C_{0, \max } \leq 1$, depending on $r$ but independent of $N$, such that for every $C_{0} \in\left[C_{0, \text { min }}, C_{0, \text { max }}\right)$ there exists $N_{0}=N_{0}\left(C_{0}\right)>0$ such that

$$
\frac{n_{P}}{n_{E}} \geq C_{0} N
$$

whenever $N>N_{0}$. Moreover, $N_{0} \rightarrow \infty$ as $C_{0} \uparrow C_{0, \max }$.

Obviously, 1st order improvement is the best one can hope for, simply because $n_{P} \leq N$ and $n_{E} \geq 1$, so that $n_{P} / n_{E} \leq N$. The result of Theorem 3.1 states that the constant in front of the 1st order improvement can vary in an interval, with a larger constant holding for larger $N$.

A big part of the proof of Theorem 3.1 involves studying the decay in $n$ of the relative errors $\bar{R}\left[v^{(n)}\right]$ and $\bar{R}\left[u^{(n)}\right]$. Theorem 3.1 follows easily from two key facts: first, that the relative error $\bar{R}\left[v^{(n)}\right]$ for the point forcing basis decays no faster than linearly; second, that the relative error $\bar{R}\left[u^{(n)}\right]$ for the eigenfunction basis decays no slower than superlinearly, on the order of $n^{-\alpha}$ with $\alpha>0$. (See Figures 1 and 2 for illustration and motivation.) We make these two statements more precise in the following two propositions.

Proposition 3.2. For the solution of (5.12), define the relative error by

$$
\bar{R}\left[u^{*,(n)}\right]:=\frac{\sum_{i=n+1}^{\infty}\left\|\hat{u}_{i}^{*}\right\|_{L_{2}}^{2}}{\mathcal{E}\left[u^{*}\right]}
$$



Figure 1. Relative errors incurred $\bar{R}\left[u^{(n)}\right]$ when the system is truncated to $n$ coefficients, under the point forcing basis (dotted line) and the eigenfunction (cosine) basis (solid line). The convection-diffusion equation was used to produce this data.



Figure 2. (a) Relative errors on log-log axes for increasing values of $N$, under the cosine basis for the heat equation. (b) Relative errors for two values of diffusion coefficients $\epsilon=0.1,0.01$. The graph for $\epsilon=0.01$ lies above the graph for $\epsilon=0.1$.
for $n=1,2, \ldots$. Then

$$
\begin{equation*}
\bar{R}\left[u^{*,(n)}\right] \sim n^{-4 m / d+1} . \tag{5.22}
\end{equation*}
$$

Given a relative error $r$,

$$
\begin{equation*}
n_{0}:=\inf \left\{n: \bar{R}\left[u^{*,(n)}\right]<r\right\} \sim r^{\frac{d}{d-4 m}} \tag{5.23}
\end{equation*}
$$

as $r \downarrow 0$.

Proposition 3.3. There exists a constant $C$ independent of $n$ and $N$ such that

$$
\begin{equation*}
\bar{R}\left[v^{(n)}\right] \geq L(n)=1-n C N^{-1} \tag{5.24}
\end{equation*}
$$

where $L(n)$ is a straight line passing through the point $(0,1)$ and with slope $-C N^{-1}$, which tends to 0 as $N \rightarrow \infty$.

To show the decay behavior of the relative errors, we will focus on finding bounds on the $L_{2}$ norms of the solution modes $\hat{u}_{i}$ and $\hat{v}_{i}$. In order to be useful for explaining this contrasting behavior of the two bases, the bounds need to be sensitive to the localness or globalness of the basis and should provide accurate bounds on the solution modes. Error bounds involving $\left\|n_{i}\right\|_{L_{2}}^{2}$ and $\left\|m_{i}\right\|_{L_{2}}^{2}$ are clearly insensitive to the choice of basis, since both norms equal 1. Standard methods for estimating the time evolution of $\|u(t)\|_{L_{2}}^{2}$, such as those involving Gronwall's inequality, may also be inadequate. A case in point is the following.

Suppose $u(t)$ solves the heat equation

$$
\frac{\partial u}{\partial t}=\Delta u+f(x), \quad x \in[0, X],
$$

with zero initial conditions and periodic boundary conditions (cf. section 4.1). Also assume that $u(t)$ has periodic derivative. Then

$$
\begin{aligned}
\frac{1}{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\|u(t)\|_{L_{2}}^{2} & =\int_{U} u(x, t) u_{t}(x, t) d x \\
& \leq-\left\|u_{x}(t)\right\|_{L_{2}}^{2}+\|u(t)\|_{H^{1}}\|f\|_{H^{-1}} \\
& \leq-\left\|u_{x}(t)\right\|_{L_{2}}^{2}+\left(\|u(t)\|_{L_{2}}^{2}+\left\|u_{x}(t)\right\|_{L_{2}}^{2}\right)+\frac{1}{4}\|f\|_{H^{-1}}^{2} \\
& =\|u(t)\|_{L_{2}}^{2}+\frac{1}{4}\|f\|_{H^{-1}}^{2} .
\end{aligned}
$$

Thus, by Gronwall's inequality,

$$
\|u(t)\|_{L_{2}}^{2} \leq \frac{t e^{2 t}}{4}\|f\|_{H^{-1}}^{2}=C(t)\|f\|_{H^{-1}}^{2} .
$$

Using $n_{i}$ or the cosine basis $m_{i}$ in place of $f$, the energy of each mode is bounded by

$$
\begin{aligned}
& \left\|\hat{u}_{i}(t)\right\|_{L_{2}}^{2} \leq C(t)\left\|m_{i}\right\|_{H^{-1}}^{2} \leq C(t)\left(\frac{X}{(i-1) \pi}\right)^{2}, \\
& \left\|\hat{v}_{i}(t)\right\|_{L_{2}}^{2} \leq C(t)\left\|n_{i}\right\|_{H^{-1}}^{2} \leq C(t)
\end{aligned}
$$

Then the absolute error of the energy estimate of an $n$-equation truncated system (for fixed $N$ ) decays on the order of

$$
R\left[u^{(n)}\right] \sim \mathcal{O}\left(\frac{1}{n}-\frac{1}{N}\right), \quad R\left[v^{(n)}\right] \sim \mathcal{O}\left(\frac{N-n}{N}\right) .
$$

The estimate for $R\left[v^{(n)}\right]$ is consistent with numerical results, but we will establish this result in more generality. But the estimate for $R\left[u^{(n)}\right]$ is merely an upper bound and does not predict the actual $\mathcal{O}\left(n^{-3}\right)$ decay (see Figure 2).
3.1. Fourier techniques for the eigenfunction basis. The Fourier expansion is an effective technique for obtaining exact error estimates. We begin by considering the limiting infinite dimensional equation (5.12) with covariance operator $Q=I$, and its propagator system (5.13). The solution of (5.12) has the Wiener chaos expansion:

$$
u^{*}(t)=\sum_{i=1}^{\infty} \hat{u}_{i}^{*}(t) \xi_{i}=\sum_{i, j=1}^{\infty} \hat{\hat{u}}_{i j}^{*}(t) \mathfrak{m}_{j} \xi_{i},
$$

where $\hat{\hat{u}}_{i j}^{*}=\left(\hat{u}_{i}^{*}, \mathfrak{m}_{j}\right)$ are the Fourier coefficients of $\hat{u}_{i}^{*}$ with respect to the $\mathcal{A}$-eigenfunction basis in $L_{2}(U)$. Note that only the low order modes $\left\{\xi_{i} \mathfrak{m}_{j}\right\}_{i, j \geq 1}$ are nonzero because the noise appears additively. From the propagator system (5.13), the Fourier coefficients solve the decoupled system of ODEs

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} t} \hat{u}_{i j}^{*}=-\lambda_{j} \hat{u}_{i j}^{*}+\delta_{i j} G(t),  \tag{5.25}\\
\hat{u}_{i j}^{*}(0)=0
\end{array}\right.
$$

for $i, j=1,2, \ldots$ The solution satisfies

$$
\delta_{i j} \frac{C_{G 1}}{\lambda_{j}} \leq \hat{\hat{u}}_{i j}^{*}(t)=\delta_{i j} \int_{0}^{t} e^{-\lambda_{j}(t-s)} G(s) d s \leq \delta_{i j} \frac{C_{G 2}}{\lambda_{j}} .
$$

In other words, all the energy is concentrated on the modes $\left\{\xi_{i} \mathfrak{m}_{i}\right\}$, and

$$
C_{G 1}^{2} \sum_{i=1}^{\infty} \frac{1}{\lambda_{i}^{2}} \leq \mathbb{E}\left\|u^{*}(t)\right\|_{L_{2}(U)}^{2} \leq C_{G 2}^{2} \sum_{i=1}^{\infty} \frac{1}{\lambda_{i}^{2}},
$$

where the summations converge because of the asymptotic behavior of the eigenvalues (5.5) and the dimensionality condition (5.4). It follows that the dimensionality condition (5.4) is necessary and sufficient for $u^{*}(t) \in L_{2}\left(\Omega ; L_{2}(U)\right)$ to be square integrable.

The consequence of this computation is that we have precise asymptotic estimates for the truncation error:

$$
\begin{equation*}
R\left[u^{*,(n)}\right]:=\sum_{i=n+1}^{\infty}\left\|\hat{u}_{i}^{*}\right\|_{L_{2}}^{2}=\sum_{i=n+1}^{\infty}\left(\hat{\hat{u}}_{i i}^{*}\right)^{2} \sim n^{-4 m / d+1} . \tag{5.26}
\end{equation*}
$$

The asymptotics in (5.26) obviously hold for $\bar{R}\left[u^{*,(n)}\right]=R\left[u^{*,(n)}\right] / \mathcal{E}\left[u^{*}\right]$ as well, and we obtain (5.22) in Proposition 3.2. Equation (5.23) then follows by taking the function inverse of the asymptotic bounds in (5.22). Thus,

$$
\begin{equation*}
C r^{\frac{d}{d-4 m}} \leq n_{0} \leq C^{\prime} r^{\frac{d}{-4 m}} \tag{5.27}
\end{equation*}
$$

for $r$ sufficiently small.
We now look at the finite dimensional model, $N<\infty$, with nuclear $Q$ and $\dot{W}_{Q}$ defined in (5.9). $\dot{W}_{Q}$ can be viewed as a finite dimensional approximation of $\dot{W}$, and we have that $\mathcal{E}[u] \rightarrow \mathcal{E}\left[u^{*}\right]$.

Instead of (5.25), the relevant system of ODEs for (5.10) corresponding to the discrete eigenfunction basis in $\mathcal{S}_{N}$ comes from (5.16b/):,

$$
\left\{\begin{array}{l}
\frac{\mathrm{d}}{\mathrm{~d} \mathrm{t}} \hat{\hat{u}}_{i j}=-\lambda_{j} \hat{\hat{u}}_{i j}+\Sigma_{i}\left(m_{i}, \mathfrak{m}_{j}\right) G(t)  \tag{5.28}\\
\hat{\hat{u}}_{i j}(0)=0
\end{array}\right.
$$

for $i=1, \ldots, N, j=1,2, \ldots$ The solution is

$$
\hat{\hat{u}}_{i j}(t)=\Sigma_{i}\left(m_{i}, \mathfrak{m}_{j}\right) \int_{0}^{t} e^{-\lambda_{j}(t-s)} G(s) d s .
$$

The behavior of the truncation error of system (5.28) can be expected to be close to that of (5.25). Indeed, since the Gram-Schmidt orthonormalized elements $m_{i}$ in (5.8) are finite sums of projections $\mathcal{P}_{N} \mathfrak{m}_{k}$, and since $\mathcal{P}_{N} \mathfrak{m}_{k} \longrightarrow \mathfrak{m}_{k}$ in $L_{2}$ as $N \rightarrow \infty$, it follows that
$m_{i} \longrightarrow \mathfrak{m}_{i}$ in $L_{2}$ as $N \rightarrow \infty$ for each $i=1,2, \ldots$. For any fixed $j,\left(m_{i}, \mathfrak{m}_{j}\right) \longrightarrow \delta_{i j}$ also. Thus, by (5.11) and the dominated convergence theorem,

$$
\begin{aligned}
\left(\hat{u}_{i}, \hat{u}_{i^{\prime}}\right) \rho_{i i^{\prime}} & =\sum_{j \geq 1} \rho_{i i^{\prime}} \Sigma_{i} \Sigma_{i^{\prime}}\left(m_{i}, \mathfrak{m}_{j}\right)\left(m_{i^{\prime}}, \mathfrak{m}_{j}\right)\left(\int_{0}^{t} e^{-\lambda_{j}(t-s)} G(s) d s\right)^{2} \\
& \longrightarrow \delta_{i i^{\prime}} \sum_{j \geq 1} \delta_{i j} \delta_{i^{\prime} j}\left(\int_{0}^{t} e^{-\lambda_{j}(t-s)} G(s) d s\right)^{2}=\delta_{i i^{\prime}}\left\|\hat{u}_{i}^{*}\right\|_{L_{2}(U)}^{2}, \quad \text { as } N \rightarrow \infty
\end{aligned}
$$

for all $i, i^{\prime}=1,2, \ldots$ Since $\mathcal{E}[u] \longrightarrow \mathcal{E}\left[u^{*}\right]$, it follows that

$$
\begin{equation*}
R\left[u^{(n)}\right]=\mathcal{E}[u]-\mathcal{E}\left[u^{(n)}\right] \xrightarrow{N \rightarrow \infty} R\left[u^{*,(n)}\right]=\mathcal{E}\left[u^{*}\right]-\mathcal{E}\left[u^{*,(n)}\right] \tag{5.29}
\end{equation*}
$$

for every $n$. In particular, we deduce that for fixed truncation size $n$, the relative error incurred by truncating the large size $N$ system must tend to the relative error incurred by truncating the infinite system.

We do not assert that $\bar{R}\left[u^{(n)}\right]=\mathcal{O}\left(n^{-\frac{4 m}{d}+1}\right)$. Nonetheless, similar to $n_{0}$ in (5.23), an asymptotic result for the minimum truncation size to achieve relative error $r$ for the discrete eigenfunction basis, easily follows.

Proposition 3.4. Let $n_{E}=n_{E}(N, r)$ be defined as in (5.21). Then there is some $r^{*} \in(0,1)$ such that for any relative error $r<r^{*}$, there exists $N(r)$ such that

$$
C r^{\frac{d}{d-4 m}} \leq n_{E} \leq C^{\prime} r^{\frac{d}{d-4 m}}
$$

whenever $N \geq N(r)$. The constants $C, C^{\prime}$ are independent of $r, N$.

Proof. From (5.27), there exists $r^{*}$ such that

$$
C r^{\frac{d}{d-4 m}} \leq n_{0}(r) \leq C^{\prime} r^{\frac{d}{d-4 m}}
$$

whenever $r<r^{*}$. Fix $\delta \in(0,1)$. For any $r<r^{*} /(1+\delta)$, choose $N(r)$ such that

$$
\left|\bar{R}\left[u^{(n)}\right]-\bar{R}\left[u^{*,(n)}\right]\right|<\delta r
$$

holds for both $n=n_{0}((1+\delta) r)$ and $n=n_{0}((1-\delta) r)$. Then

$$
\left.\bar{R}\left[u^{(n)}\right]\right|_{n=n_{0}((1+\delta) r)}>r \quad \text { and }\left.\quad \bar{R}\left[u^{(n)}\right]\right|_{n=n_{0}((1-\delta) r)}<r
$$

and

$$
n_{0}((1+\delta) r)<n_{E} \leq n_{0}((1-\delta) r) .
$$

Hence

$$
C(1+\delta)^{\frac{d}{d-4 m}} r^{\frac{d}{d-4 m}} \leq n_{E} \leq C^{\prime}(1-\delta)^{\frac{d}{d-4 m}} r^{\frac{d}{d-4 m}},
$$

and the result follows with $r^{*} /(1+\delta)$ in place of $r^{*}$.
3.2. $H^{-2 m}$ norm estimates for the point forcing basis. For the error analysis for the point forcing basis, similar computations for the system of ODEs for the point forcing basis coming from (5.16b/) show that $\hat{\hat{v}}_{i j}:=\left(\hat{v}_{i}, \mathfrak{m}_{j}\right)$ satisfies

$$
\hat{\hat{v}}_{i j}(t)=\sigma_{i}\left(n_{i}, \mathfrak{m}_{j}\right) \int_{0}^{t} e^{-\lambda_{j}(t-s)} G(s) d s
$$

Clearly, the energy of the system is not concentrated on $\left\{\hat{\hat{v}}_{i i}, i=1, \ldots, N\right\}$, and

$$
\begin{equation*}
\left\|\hat{v}_{i}\right\|_{L_{2}}^{2}=\sum_{j=1}^{\infty} \sigma_{i}^{2}\left(n_{i}, \mathfrak{m}_{j}\right)^{2}\left(\int_{0}^{t} e^{-\lambda_{j}(t-s)} G(s) d s\right)^{2} . \tag{5.30}
\end{equation*}
$$

We have the following lemma.

Lemma 3.5. Let $n_{i}$ be defined in (5.7) for $i=1, \ldots, N$. Then we have the bounds

$$
C_{1} N^{-2 m / d} \leq\left\|n_{i}\right\|_{H^{-2 m}} \leq C_{2} N^{-1 / 2}
$$

where $C_{1}, C_{2}$ are independent of $i$ and $N$.

Proof. For the lower bound, consider the mollifier $\zeta_{\varepsilon}$ with support in $B(0, \varepsilon)$, and let $\alpha_{i}$ be the center of the largest sphere $B_{i}$ contained in $I_{i}$ with radius $\varepsilon_{i}$. Then, denoting $H^{2 m}=H_{\text {per }}^{2 m}$ or $H_{0}^{2 m}$,

$$
\begin{aligned}
\left\|n_{i}\right\|_{H^{-2 m}} & =\sup _{\psi \in H^{2 m}(U)} \frac{\left|\left\langle n_{i}, \psi\right\rangle\right|}{\|\psi\|_{H^{2 m}(U)}} \\
& \geq\left\|\zeta_{\varepsilon_{i}}\left(\cdot-\alpha_{i}\right)\right\|_{H^{2 m}(U)}^{-1} \int_{U} n_{i}(x) \zeta_{\varepsilon_{i}}\left(x-\alpha_{i}\right) d x \\
& =\left\|\zeta_{\varepsilon_{i}}\right\|_{H^{2 m}\left(\mathbb{R}^{d}\right)}^{-1}\left(n_{i} * \zeta_{\varepsilon_{i}}\right)\left(\alpha_{i}\right) \geq C N^{-2 m / d}
\end{aligned}
$$

The last inequality holds because it can be computed that $\left\|\zeta_{\varepsilon_{i}}\right\|_{H^{2 m}} \sim \varepsilon_{i}^{-(2 m+d / 2)}$ and $\left(n_{i} * \zeta_{\varepsilon_{i}}\right)\left(\alpha_{i}\right)=n_{i}\left(\alpha_{i}\right) \sim N^{1 / 2} \sim \varepsilon_{i}^{-d / 2}$.

For the upper bound,

$$
\begin{aligned}
\left\|n_{i}\right\|_{H^{-2 m}} & =\sup _{\psi \in H^{2 m}} \frac{\left|\left\langle n_{i}, \psi\right\rangle\right|}{\|\psi\|_{H^{2 m}}} \leq\left|I_{i}\right|^{1 / 2} \sup _{\psi \in H^{2 m}} \frac{\frac{1}{\left|I_{i}\right|} \int_{I_{i}}|\psi| d x}{\|\psi\|_{H^{2 m}}} \\
& \leq C N^{-1 / 2}
\end{aligned}
$$

where the $C$ is independent of $i$ and $N$, since by the Sobolev embedding every $\psi$ belonging to $H_{0}^{2 m}(U)$ or $H_{\text {per }}^{2 m}(U)$ also belongs to $C^{0,1 / 2}(\bar{U})$.

Corollary 3.6. For each $i=1, \ldots, N$, we have the bounds

$$
C_{3} N^{-4 m / d} \leq \sigma_{i}^{-2}\left\|\hat{v}_{i}\right\|_{L_{2}}^{2} \leq C_{4} N^{-1}
$$

where $C_{3}, C_{4}$ are independent of $i$ and $N$.

Proof. From the definition of the $H_{\mathcal{A}}^{\gamma}$ norm, (5.6),

$$
\left\|\hat{v}_{i}\right\|_{L_{2}}^{2} \geq \sum_{j=1}^{\infty}\left(\sigma_{i}\left(n_{i}, \mathfrak{m}_{j}\right) \frac{C_{G 1}}{\lambda_{j}}\right)^{2}=\sigma_{i}^{2} C_{G 1}^{2}\left\|n_{i}\right\|_{H_{\mathcal{A}}^{-2 m}}^{2}
$$

and similarly

$$
\left\|\hat{v}_{i}\right\|_{L_{2}}^{2} \leq \sum_{j=1}^{\infty}\left(\sigma_{i}\left(n_{i}, \mathfrak{m}_{j}\right) \frac{C_{G 2}}{\lambda_{j}}\right)^{2}=\sigma_{i}^{2} C_{G 2}^{2}\left\|n_{i}\right\|_{H_{\mathcal{A}}^{-2 m}}^{2}
$$

The result follows by the equivalence of the $H_{\mathcal{A}}^{\gamma}$ norms and the Sobolev norms, and from Lemma 3.5.

The lower bound in Corollary 3.6 gives another way to see that the solution of the finite system will not converge to a square integrable of the infinite system if the dimensionality condition (5.4) is not met. This lower bound also gives a lower bound for the relative error of the point forcing basis. Interestingly, a more informative lower bound on the relative error can be derived from the upper bound in Corollary 3.6:

$$
\begin{align*}
\bar{R}\left[v^{(n)}\right] & =\frac{\mathcal{E}[u]-\sum_{i=1}^{n}\left\|\hat{v}_{i}\right\|_{L_{2}}^{2}}{\mathcal{E}[u]} \\
& \geq \frac{\mathcal{E}[u]-C_{4} N^{-1} n\left(\sup _{N} \sup _{i \leq N} \sigma_{i}^{2}\right)}{\mathcal{E}[u]}  \tag{5.31}\\
& =1-n \frac{C_{5}}{N \mathcal{E}[u]}=: L(n) .
\end{align*}
$$

Since the constant $C_{4}$ is independent of $n$ and $N$, the relative error is bounded from below by a straight line $L(n)$ passing through the point $(0,1)$, and with slope $-C_{5} /(N \mathcal{E}[u])$ which tends to 0 as $N \rightarrow \infty$. We have just shown Proposition 3.3.

We now prove Theorem 3.1.
Proof of Theorem 3.1. From (5.31), the linear lower bound $L(n)$ attains relative error $r$ for $n \geq n_{L}$, where

$$
n_{L}=\frac{(1-r) \mathcal{E}[u]}{C_{5}} N=\tilde{C}(N) N
$$

is the value such that $L\left(n_{L}\right)=r$. Then, since $\bar{R}\left[u^{(n)}\right] \geq L(n)$,

$$
n_{P} \geq n_{L}=\tilde{C}(N) N
$$

$\tilde{C}(N)$ depends on $N$ because $\mathcal{E}[u]$ depends on $N$. We next show a series of estimates for $\tilde{C}(N)$ to remove the dependence on $N$. First, $\mathcal{E}\left[u_{\{N\}}\right] \geq \mathcal{E}\left[u_{\{N=1\}}\right]$ for all $N$, so

$$
\tilde{C}(N) \geq \tilde{C}(1)
$$

for all $N$. Now, since $\mathcal{E}[u] \rightarrow \mathcal{E}\left[u^{*}\right]$, for any $\epsilon \in\left(0, \mathcal{E}\left[u^{*}\right]-\mathcal{E}\left[u_{\{N=1\}}\right]\right)$, there exists $N(\epsilon)$ such that $\mathcal{E}[u] \geq \mathcal{E}\left[u^{*}\right]-\epsilon$. So

$$
\tilde{C}(N) \geq \frac{(1-r)\left(\mathcal{E}\left[u^{*}\right]-\epsilon\right)}{C_{4}}
$$

whenever $N>N(\epsilon)$. Denote $\tilde{C}(\infty)=\frac{(1-r) \mathcal{E}\left[u^{*}\right]}{C_{5}}$. As $\epsilon$ ranges from 0 to $\mathcal{E}\left[u^{*}\right]-\mathcal{E}\left[u_{\{N=1\}}\right]$, the right-hand side of the last inequality ranges from $\tilde{C}(\infty)$ to $\tilde{C}(1)$. Clearly, $N(\epsilon)$ increases to $\infty$ as $\epsilon \downarrow 0$. In other words, for any $C \in[\tilde{C}(1), \tilde{C}(\infty))$, there exists $N(C)$ such that

$$
n_{P} \geq \tilde{C}(N) N \geq C N
$$

whenever $N>N(C)$. Moreover, $N(C)$ increases to $\infty$ as $C \uparrow \tilde{C}(\infty)$.
For $n_{E}$, recall $n_{0}=\inf \left\{n: \bar{R}\left[u^{*,(n)}\right]<r\right\}$, (5.23). Let $\epsilon_{0}=r-\bar{R}\left[u^{*,\left(n_{0}\right)}\right]>0$. From (5.29), $\bar{R}\left[u^{\left(n_{0}\right)}\right] \rightarrow \bar{R}\left[u^{*,\left(n_{0}\right)}\right]$ as $N \rightarrow \infty$. So there exists $N\left(n_{0}\right)>0$ such that

$$
\bar{R}\left[u^{\left(n_{0}\right)}\right]<\bar{R}\left[u^{*,\left(n_{0}\right)}\right]+\epsilon_{0}=r
$$

whenever $N>N\left(n_{0}\right)$. Hence, $n_{E} \leq n_{0}$ if $N>N\left(n_{0}\right)$.

Combining the two inequalities for $n_{P}, n_{E}$,

$$
\frac{n_{P}}{n_{E}} \geq \frac{C N}{n_{0}}=C_{0} N
$$

whenever $N>N_{0}\left(C_{0}\right):=\max \left\{N(C), N\left(n_{0}\right)\right\}$. Hence, $C_{0} \in\left[C(1) / n_{0}, C(\infty) / n_{0}\right)$ and $N_{0} \rightarrow \infty$ as $C_{0} \uparrow C(\infty) / n_{0}$.

The next result gives upper and lower bounds on the improvement in terms of the relative error $r$.

Corollary 3.7. There exist $r^{*} \in(0,1)$ and constants $0<C_{*, \min }<C_{*, \max } \leq C_{*} \leq 1$ such that, for every $r<r^{*}$ and every $C_{0} \in\left[C_{*, \min }, C_{*, \max }\right)$, there exists $N_{0}=N_{0}\left(r, C_{0}\right)>0$ such that

$$
C_{0} r^{-\frac{d}{d-4 m}} N \leq \frac{n_{P}}{n_{E}} \leq C_{*} r^{-\frac{d}{d-4 m}} N
$$

whenever $N>N_{0}$. Moreover, $N_{0} \rightarrow \infty$ as $C_{0} \uparrow C_{*, \max }$ or as $r \downarrow 0$.

Proof. In the proof of Theorem 3.1, the inequalities hold if we replace $\tilde{C}(N)$ with $\tilde{C}_{*}(N):=\frac{\left(1-r^{*}\right) \mathcal{E}[u]}{C_{5}}$ so that, for any $C \in\left[\tilde{C}_{*}(1), \tilde{C}_{*}(\infty)\right)$, there exists $N(C)$ such that

$$
n_{P} \geq \tilde{C}_{*}(N) N \geq C N
$$

whenever $N>N(C)$. Also $N(C)$ increases to $\infty$ as $C \uparrow \tilde{C}_{*}(\infty)$. From Proposition 3.4,

$$
\frac{n_{P}}{n_{E}} \geq \frac{C N}{C^{\prime} r^{\frac{d}{d-4 m}}}=C_{0} N r^{-\frac{d}{d-4 m}}
$$

whenever $N>N_{0}\left(r, C_{0}\right)$.
Also from Proposition 3.4, and since $n_{P} \leq N$,

$$
\frac{n_{P}}{n_{E}} \leq \frac{N}{C r^{\frac{d}{d-4 m}}}=C_{*} N r^{-\frac{d}{d-4 m}} .
$$

If $r_{1}<r_{2}$, then $r_{1}^{-\frac{d}{d-4 m}}<r_{2}^{-\frac{d}{d-4 m}}$, so Corollary 3.7 indicates that one would expect a slower convergence to 1st order improvement for a smaller relative error. This observation is in accordance with Trend (T3) in the numerical simulations. We also note that the interval endpoints in Theorem 3.1 and Corollary 3.7 are inversely proportional to $C_{4}$ from Corollary 3.6 , which is in turn inversely proportional to the norm of $\mathcal{A}$. This point is corroborated
by the numerical result that showed that the improvement is better for a larger diffusivity constant (cf. Trend (T1)).
3.3. The non-self-adjoint case. If $\mathcal{A}$ is not self-adjoint or not positive definite, precise bounds on the error decay such as those obtained in the previous section may not be readily available. But, under additional assumptions, we can still deduce certain asymptotic results similar to the positive definite self-adjoint case, including the result of 1st order improvement. To see this, let us consider again the SPDE (5.12) in the triple $H^{m} \hookrightarrow L_{2} \hookrightarrow H^{-m}$, where we assume $\mathcal{A}$ is a $2 m$ th order non-self-adjoint elliptic operator. Also assume a more stringent dimensionality condition:

$$
\begin{equation*}
m / d>1 / 2 \tag{5.32}
\end{equation*}
$$

We decompose $\mathcal{A}=\mathcal{A}_{0}+\mathcal{A}_{1}$ into the symmetric part $\mathcal{A}_{0}=\frac{1}{2}\left(\mathcal{A}+\mathcal{A}^{*}\right)$ and the skewsymmetric part $\mathcal{A}_{1}=\frac{1}{2}\left(\mathcal{A}-\mathcal{A}^{*}\right)$, and we assume that $-\mathcal{A}_{0}$ is positive definite. Then $-\mathcal{A}_{0}$ generates an eigenfunction basis $\left\{\mathfrak{m}_{i}\right\}$ with eigenfunctions $\left\{\lambda_{i}\right\}$ satisfying (5.5). Similarly to $(5.6), \mathcal{A}_{0}$ defines a scale of Hilbert spaces $H_{\mathcal{A}_{0}}^{\gamma}$, with norm $\|\phi\|_{H_{\mathcal{A}_{0}}^{\gamma}}^{2}=\sum_{j=1}^{\infty}\left(\phi, \mathfrak{m}_{j}\right)^{2} \lambda_{j}^{\gamma / m}$, that is equivalent to the Sobolev scale $H^{\gamma}$.

In the infinite dimensional case with white noise (5.12), the existence and uniqueness of the solution $u^{*}$ is shown in $[\mathbf{5 7}]$ because the asymptotics of the eigenvalues (5.5) and the new dimensionality condition (5.32) imply that $\dot{W} \in L_{2}\left(\Omega ; H^{-m}(U)\right)$. Applying the usual deterministic parabolic estimates to the propagator system (5.13), we have that $\hat{u}_{i}^{*}(t)$ is continuous in $t$, and

$$
\left\|\hat{u}_{i}^{*}(t)\right\|_{L_{2}(U)}^{2} \leq C\|G\|_{L_{2}(0, T)}^{2}\left\|\mathfrak{m}_{i}\right\|_{H^{-m}}^{2} \leq C^{\prime}\left\|\mathfrak{m}_{i}\right\|_{H_{\mathcal{A}_{0}}^{-m}}^{2} \leq C^{\prime} \lambda_{i}^{-1}
$$

for all $t \in(0, T]$. Then we have a result analogous to (but weaker than) Proposition 3.2. For the error

$$
\begin{equation*}
R\left[u^{*,(n)}\right]:=\sum_{i=n+1}^{\infty}\left\|\hat{u}_{i}^{*}\right\|_{L_{2}}^{2} \leq C n^{-2 m / d+1} \tag{5.33}
\end{equation*}
$$

and for $n_{0}:=\min \left\{n: \bar{R}\left[u^{*,(n)}\right]<r\right\}$,

$$
\begin{gathered}
n_{0} \leq C r^{\frac{d}{d-2 m}} \\
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\end{gathered}
$$

In the finite dimensional case (5.10), we again have $\mathcal{E}[u] \rightarrow \mathcal{E}\left[u^{*}\right]$. For the discrete eigenfunction basis,

$$
\begin{aligned}
\left|\left\|\hat{u}_{i}\right\|_{L_{2}}^{2}-\left\|\hat{u}_{i}^{*}\right\|_{L_{2}}^{2}\right| & =\left|\left\|\hat{u}_{i}\right\|_{L_{2}}-\left\|\hat{u}_{i}^{*}\right\|_{L_{2}}\right|\left(\left\|\hat{u}_{i}\right\|_{L_{2}}+\left\|\hat{u}_{i}^{*}\right\|_{L_{2}}\right) \leq C\left\|\hat{u}_{i}-\hat{u}_{i}^{*}\right\|_{L_{2}} \\
& \leq C^{\prime}\left\|\Sigma_{i} m_{i}-\mathfrak{m}_{i}\right\|_{H^{-m}} \xrightarrow{N \rightarrow \infty} 0
\end{aligned}
$$

for each $i \leq N$, and so

$$
\left|\mathcal{E}\left[u^{(n)}\right]-\mathcal{E}\left[u^{*,(n)}\right]\right|=\left|\sum_{i=1}^{n}\left\|\hat{u}_{i}\right\|_{L_{2}}^{2}-\left\|\hat{u}_{i}^{*}\right\|_{L_{2}}^{2}\right| \longrightarrow 0 .
$$

Hence, $\bar{R}\left[u^{(n)}\right] \longrightarrow \bar{R}\left[u^{*,(n)}\right]$ as $N \rightarrow \infty$ for each $n$. For the point forcing basis,

$$
\left\|\hat{v}_{i}(t)\right\|_{L_{2}(U)}^{2} \leq C \sigma_{i}^{2}\left\|n_{i}\right\|_{H^{-m}}^{2} \leq C^{\prime} N^{-1}
$$

where the last inequality follows by an argument similar to the upper bound in Lemma 3.5. The proof of Theorem 3.1 follows through identically, so the statement of 1st order improvement applies to the non-self-adjoint case as well, provided (5.32) holds.

However, this argument by parabolic estimates works only when (5.32) holds; the behavior when $1 / 4<m / d \leq 1 / 2$, which was covered in the self-adjoint case, is not addressed here. This should not be a surprise because the parabolic estimates are essentially Gronwalltype estimates, which we have noted in the beginning of section 3 to give suboptimal error bounds. The main difference between the two analyses is the estimation of the forcing terms in the $H^{-m}$ norm in the parabolic estimate case, rather than the $H^{-2 m}$ norm in the self-adjoint case. Hence, the parabolic estimates provide only upper bounds on $R\left[u^{*,(n)}\right]$ that are $\mathcal{O}\left(n^{-2 m / d+1}\right)$, which is less favorable and less precise than the $o\left(n^{-4 m / d+1}\right)$ decay found in the self-adjoint case. Nonetheless, we conjecture that the asymptotic behavior of $R\left[u^{*,(n)}\right]$ should in principle be dominated by the self-adjoint part $\mathcal{A}_{0}$, even though this is not reflected with the parabolic estimates (see section 4.3).

## 4. Examples and simulations

The change of basis strategy is applied to some simple equations to illustrate the efficiency of the point forcing and cosine bases, (5.34), (5.35), for approximating the energy of the systems $(5.16 \mathrm{a}, \mathrm{b})$. One of the equations considered is the heat equation, for which
we will observe results that corroborate the analysis in section 3. Although the analysis is asymptotic in nature, the 1st order convergence is already clear even for not-too-large system sizes. We also present numerical results for convection-diffusion equations that share very similar comparative properties to the pure diffusion case and extend the discussion to the connection with the pure convection equation.

For our numerical simulations, we take the interval $U=[0, X]$, and we let $\mathcal{I}_{N}=\left\{I_{i}, i=\right.$ $1, \ldots, N\}$ be a uniform partition of $U$ into intervals of length $X / N$. We consider the operator with $\mathcal{A}=\epsilon \Delta$ with periodic boundary conditions, whose eigenfunctions are the usual cosine basis. $\epsilon$ is a small diffusivity coefficient. The two bases on $\mathcal{S}_{N}:=\operatorname{span}\left\{n_{i}, i=1, \ldots, N\right\}$ are the following:
(1) Point forcing basis:

$$
\begin{equation*}
n_{i}(x)=\sqrt{\frac{N}{X}} \mathbf{1}_{I_{i}}(x) \quad \text { for } i=1, \ldots, N . \tag{5.34}
\end{equation*}
$$

(2) Cosine basis in $\mathcal{S}_{N}$ : The eigenfunction basis in $L_{2}([0, X])$ is the usual cosine basis:

$$
\begin{aligned}
\mathfrak{m}_{1}(x) & =\sqrt{\frac{1}{X}}, \\
\mathfrak{m}_{i}(x) & =\sqrt{\frac{2}{X}} \cos \left(\frac{(i-1) \pi x}{X}\right), \quad i=2,3, \ldots
\end{aligned}
$$

Define the cosine basis in $\mathcal{S}_{N}$ as the Gram-Schmidt orthonormalization of the $L_{2}$ projections of the first $N$ cosine basis elements onto $\mathcal{S}_{N}$ :

$$
\begin{aligned}
m_{1} & =\mathfrak{m}_{1}, \\
m_{i} & =\frac{1}{Z_{i}}\left(\mathcal{P}_{N} \mathfrak{m}_{i}-\sum_{j=1}^{i-1}\left(\mathcal{P}_{N} \mathfrak{m}_{i}, m_{j}\right) m_{j}\right),
\end{aligned}
$$

where $\mathcal{P}_{N}$ is the $L_{2}$ projection onto $\mathcal{S}_{N}$ and $Z_{i}$ is the normalization constant.
In this example, we take $G(t)=1$, and take the covariance $Q=\mathcal{P}_{N}$, so that $\sigma_{i} \equiv \sigma_{i}^{*} \equiv 1$ for all $i=1,2, \ldots$ Then $\Sigma_{i}=1$ for all $i=1, \ldots, N$ and the two WCEs for $\dot{W}_{N}$ are

$$
\dot{W}_{N}(x)=\sum_{i=1}^{N} n_{i}(x) \eta_{i}=\sum_{i=1}^{N} m_{i}(x) \xi_{i}
$$

where $\eta_{i}$ and $\xi_{i}$ are related by the usual change of basis formula (5.14). As a side note, since $\dot{W}_{N}$ is a finite truncation of the white noise $\dot{W}$, it is well-known that we can give $\xi_{i}$
and $\eta_{i}$ precise expressions:

$$
\xi_{i}:=\int_{U} m_{i}(x) d W(x) \quad \text { and } \quad \eta_{i}:=\int_{U} n_{i}(x) d W(x)
$$

where $W(x)$ is a Brownian motion on $U$ and from which the change of basis formula can be checked by direct computation.

We study the equation

$$
\begin{equation*}
\frac{\partial u}{\partial t}=\epsilon \Delta u+\dot{W}_{N}(x) \tag{5.36}
\end{equation*}
$$

with zero initial conditions and periodic boundary conditions. Equations (5.15), (5.16), and (5.17) hold.

Note that, strictly speaking, the analysis of section 3 does not apply to (5.36) because $-\Delta$ with periodic boundary conditions has an eigenvalue $\lambda_{1}=0$ and thus is not strictly positive definite. Nonetheless, we can still apply the ideas from section 3 to obtain analogous results for the error decay and 1 st order improvement. Equation (5.11) holds for $j=2,3, \ldots$, while for $j=1, \lambda_{1}=0$,

$$
\int_{0}^{t} e^{-\lambda_{1}(t-s)} d s=t
$$

so equations $(5.26),(5.27)$ and (5.29) hold also, as do Propositions 3.2 and 3.4. For the point forcing basis, the analogous result to Corollary 3.6 is

$$
C_{3} N^{-1} \leq\left\|\hat{v}_{i}\right\|_{L_{2}}^{2} \leq C_{4} N^{-1}
$$

Indeed, the lower bound is

$$
\left\|\hat{v}_{i}(t)\right\|_{L_{2}}^{2} \geq\left|\hat{\hat{v}}_{i, 1}(t)\right|^{2}=\left(n_{i}, \mathfrak{m}_{1}\right)^{2} t^{2}=N^{-1} t^{2}
$$

For the upper bound, we integrate by parts backwards twice to find

$$
\begin{equation*}
\left(n_{i}, \lambda_{j}^{-1} \mathfrak{m}_{j}\right)=(-1)^{j-1} \lambda_{j}^{-1} f_{i}^{\prime}(X)+\left(f_{i}, \mathfrak{m}_{j}\right), \quad j \geq 2 \tag{5.37}
\end{equation*}
$$

for some function $f_{i}(x)$ such that $f_{i}^{\prime \prime}=n_{i}$. (This step takes the place of invoking the $H^{-2}$ norm of $n_{i}$.) It can be directly computed that

$$
f_{i}(x)= \begin{cases}0, & x \leq \frac{(i-1) X}{N}, \\ \frac{1}{2} \sqrt{\frac{N}{X}}\left(x-\frac{(i-1) X}{N}\right), & \frac{(i-1) X}{N}<x \leq \frac{i X}{N}, \\ \sqrt{\frac{X}{N}}\left(x+\frac{\left(\frac{1}{2}-i\right) X}{N}\right)^{2}, & x>\frac{i X}{N},\end{cases}
$$

so $f_{i}^{\prime}(X)=\sqrt{X / N}$ and $\left\|f_{i}\right\|_{L_{2}}^{2}=\cdots \leq \frac{17 X^{4}}{15} \frac{1}{N}$. Squaring (5.37) and summing over $j$,

$$
\left\|n_{i}\right\|_{H^{-2}}^{2}=\sum_{j \geq 1} \lambda^{-2}\left(n_{i}, m_{j}\right)^{2} \leq 2 f^{\prime}(X)^{2} \sum_{j \geq 1} \lambda_{j}^{-2}+2\left\|f_{i}\right\|_{L_{2}}^{2} \leq C N^{-1}
$$

Hence $\left\|\hat{v}_{i}\right\|_{L_{2}}^{2} \leq C\left\|n_{i}\right\|_{H^{-2}}^{2} \leq C N^{-1}$.
4.1. Heat equation. For the heat equation (5.36), we show in Figure 2(a) the relative error of the truncated system under the cosine basis for different values of $N$. We observe that, for each $n$, the relative error increases pointwise to a limit as $N \rightarrow \infty$. We assume that the $N=960$ error plot is representative of the error in the limit as $N \rightarrow \infty$, at least for $n$ not near 960 . When $n>10$, the relative error decays linearly on the $\log -\log$ axes, with a gradient of $\approx-3$; i.e., $\bar{R}\left[u^{(n)}\right] \sim \mathcal{O}\left(n^{-3}\right)$. This same order of decay is seen for $\epsilon=0.01$ only when $n>40$ (Figure 2(b)), and the actual relative error is larger than for $\epsilon=0.1$. Both these orders of decay are consistent with (5.26) when $m=d=1$.

In contrast, the relative error decays linearly on the linear axes for the point forcing basis (cf. Figure 1) and does not exhibit the same limiting behavior as the error plots for the cosine basis do. In fact, in this case of periodic boundary conditions, the relative error plot is simply a straight line of slope $-N^{-1}$ joining the points $(0,1)$ and $(N, 0)$ because the energy of each $\left\|\hat{v}_{i}\right\|_{L_{2}}^{2}$ is equal. For a given level of relative error and for large values of $N$, $n_{P}$ for the point basis scales on the order of $\mathcal{O}(N)$, whereas $n_{E}$ for the cosine basis scales with $\mathcal{O}(1)$. As a result, this implies the 1st order convergence seen in Table 1.

Table 1(b) shows the improvements of the cosine basis for $5 \%$ error. We highlight several trends.
(T1) For fixed $N$, the improvement increases for larger $\epsilon$. This increase is most significant for large $N$.

TABLE 1. Improvement $n_{P} / n_{E}$ in the number of basis elements required to attain $5 \%$ error.

| $N$ | (a) Convection-diffusion equation |  | (b) Heat equation |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  | $\epsilon=0.1$ | $\epsilon=0.01$ | $\epsilon=0$ | $\epsilon=0.1$ | $\epsilon=0.01$ |
| 30 | 2.6364 | 2.4167 | 2.4167 | 1.8125 | 1.0741 |
| 60 | 4.2846 | 4.1429 | 3.8000 | 3.4118 | 1.3571 |
| 120 | 8.7692 | 7.6000 | 4.7917 | 6.3889 | 2.3 |
| 240 | 17.5385 | 12.6667 | 8.4815 | 12.7222 | 4.3019 |
| 480 | 35.0769 | 21.7619 | 15.7241 | 25.3889 | 8.4444 |
| 960 | 70.2308 | 43.4762 | 30.4333 | 50.6667 | 16.8889 |

(T2) We have 1 st order improvement: doubling $N$ increases the improvement by a factor that approaches double as $N$ becomes large.
(T3) 1st order improvement is seen for a smaller error of $1 \%$ (data not shown), but the convergence to 1st order improvement is slower.

Numerical scheme. The discontinuous Galerkin dG(1) scheme with a 2nd order RungeKutta time stepping scheme [12] was used in this computation. For each number $N$ of forcing terms, we took $N$ spatial grid points and used $X=2 \pi, T=0.5$. The simulations were also done using a fixed number of grid points ( 960 grid points) for all values of $N$, but little difference was found in the quantitative and qualitative behaviors of the estimates.
4.2. Convection-diffusion equations. We applied the same change of basis method for the stochastic convection-diffusion equation

$$
\begin{equation*}
\frac{\partial}{\partial t} u+b u_{x}=\epsilon u_{x x}+\dot{W}_{N} \tag{5.38}
\end{equation*}
$$

with zero initial conditions and periodic boundary conditions. We performed simulations with constant convection speed $b_{0}=1.47$ and small diffusive coefficients $\epsilon=0.01,0.1$.

Figure 1 shows the behavior of the relative errors of the two bases on linear axes. Under the point forcing expansion, the relative error of the truncated system decays linearly in $n$, whereas the relative error under the cosine expansion decays superlinearly. The improvement is also found for varying sizes of the full system, $N=30,60, \ldots, 960$ (Table 1(a)).
4.3. Further remarks. As noted in section 3.3, it is not straightforward to deduce precise error estimates for general equations where $\mathcal{A}$ does not provide an eigenfunction basis. If the equation is simple enough, the error decay rate can be found from the explicit
solution. In the case of (5.38),

$$
\begin{aligned}
\frac{\partial}{\partial t}\left\|\hat{u}_{i}\right\|_{L_{2}}^{2} & =\int_{U} 2 \hat{u}_{i}\left(-b \hat{u}_{i, x}+\epsilon \hat{u}_{i, x x}+m_{i}\right) d x \\
& =\int_{U} b_{x} \hat{u}_{i}^{2}+2 \epsilon \hat{u}_{i} \hat{u}_{i, x x}+2 \hat{u}_{i} m_{i} d x .
\end{aligned}
$$

If $\epsilon=0$,

$$
\left\|\hat{u}_{i}(t)\right\|_{L_{2}}^{2}=\left\|\hat{u}_{i}(0)\right\|_{L_{2}}^{2}+2 \int_{0}^{t} \int_{U} \hat{u}_{i} m_{i} d x d t=2 \int_{0}^{t}\left(\hat{u}_{i}(\cdot, \tau), m_{i}\right) d \tau,
$$

so the error of each mode depends only on the coefficients $\hat{\hat{u}}_{i i}(\tau):=\left(\hat{u}_{i}(\tau), m_{i}\right)$ up to time $t$. By explicitly solving the convection equation,

$$
\hat{\hat{u}}_{i i}(t)=\frac{X}{(i-1) \pi b} \sin \left(\frac{(i-1) \pi t b}{X}\right)
$$

and hence

$$
\begin{aligned}
R\left[u^{(n)}\right] & =\sum_{i=n+1}^{N}\left\|\hat{u}_{i}\right\|_{L_{2}}^{2}=\sum_{i=n+1}^{N} 2 \int_{0}^{t} \hat{\hat{u}}_{i i}^{(N)} d \tau \\
& =2 \sum_{i=n+1}^{N}\left(\frac{X}{(i-1) \pi b}\right)^{2}\left(1-\cos \frac{(i-1) \pi t c}{X}\right) \\
& \sim \mathcal{O}\left(\frac{1}{n}-\frac{1}{N}\right) \xrightarrow{N \rightarrow \infty} \mathcal{O}\left(\frac{1}{n}\right) .
\end{aligned}
$$

An approximately $\mathcal{O}\left(n^{-1}\right)$ decay for the pure diffusion case is seen in Figure 3-this is the decay rate predicted by the parabolic estimate analysis in section 3.3. If $\epsilon>0$, the decay rate seems to be a hybrid between the convection and the diffusion parts-for small $n$, the $\mathcal{O}\left(n^{-1}\right)$ decay from the convection part dominates, while for large $n$ the decay shows better agreement with the $\mathcal{O}\left(n^{-3}\right)$ decay from the diffusion part. Evidently, the analysis in section 3.3 is unable to capture the intermediate and asymptotic behaviors of the error decay for the convection-diffusion equation.


Figure 3. Log scale plots of the relative errors incurred by the truncation of the convection-diffusion system, as well as the pure diffusion and the pure convection systems. The convection and diffusion coefficients are $b=6 b_{0}$ and $\epsilon=0.1$, respectively.
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[^0]:    ${ }^{1}$ Recall the multi-index notation on page 7 .

[^1]:    ${ }^{2}$ The statement of the results assumes that the operator $\mathcal{A}$ does not depend on time. A careful analysis of the proof shows that a similar result holds for time dependent operators under the assumptions on the coefficients described in this section.

[^2]:    ${ }^{1}$ The author is grateful to Zhongqiang Zhang for bringing this conjecture to her attention.

[^3]:    ${ }^{2}$ The notation of some parameters has been reshuffled. The finite stochastic subspace is now $\mathcal{J}_{N, p}$.

[^4]:    ${ }^{1}$ Technically, the correct operator is $A u:=-P \Delta u$, where $P$ is the orthogonal projection onto $H$. We abuse notation here and continue writing $-\Delta$.

[^5]:    ${ }^{1}$ For simplicity, we will always assume zero initial conditions and periodic or zero Dirichlet boundary conditions, even when not explicitly stated. We also always take $x \in U$ and $t \in(0, T]$ for arbitrary $T<\infty$.

